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Lay Summary
Learning representations is a central challenge in machine learning. For speech
recognition, which concerns mapping speech acoustics into sequences of words,
we are interested in learning robust representations that are stable across differ-
ent acoustic environments, recording equipment and irrelevant inter– and intra–
speaker variabilities. This thesis is concerned with representation learning for
acoustic model adaptation to speakers and environments, construction of acous-
tic models in low-resource settings, and learning representations from multiple
acoustic channels. The investigations are primarily focused on the hybrid ap-
proach to acoustic modelling based on hidden Markov models and artificial neural
networks (ANN).

The first contribution concerns acoustic model adaptation. This comprises
two new adaptation transforms operating in ANN parameters space âĂŞ Learn-
ing Hidden Unit Contributions (LHUC) and differentiable pooling. Both operate
at the level of activation functions and treat a trained ANN acoustic model as
a canonical set of fixed-basis functions, from which one can later derive vari-
ants tailored to the specific distribution present in adaptation data. On average,
depending on the characteristics of the test set, 5-25% relative increase in ac-
curacies were obtained in an unsupervised adaptation setting (scenario in which
human-level manual transcriptions are not available).

The second contribution concerns building acoustic models in low-resource
data scenarios. In particular, we are concerned with insufficient amounts of
transcribed acoustic material for estimating acoustic models in the target lan-
guage. First we proposed an ANN with a structured output layer which models
both context-dependent and context-independent speech units, with the context-
independent predictions used at runtime to aid the prediction of context-dependent
units. We also propose to perform multi-task adaptation with a structured out-
put layer. Those propositions lead to consistent accuracy improvements for both
low-resource speaker-independent acoustic modelling and adaptation with LHUC
technique. We then demonstrate that one can build better acoustic models with
unsupervised multi– and cross– lingual initialisation and find that pre-training is
a largely language-independent. Up to 14.4% relative accuracy improvements are
observed, depending on the amount of the available transcribed acoustic data in
the target language.
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The third contribution concerns building acoustic models from multi-channel
acoustic data. For this purpose we investigate various ways of integrating and
learning multi-channel representations. In particular, we investigate channel con-
catenation and the applicability of convolutional layers for this purpose. We
propose a multi-channel convolutional layer with cross-channel pooling, which
can be seen as a data-driven non-parametric auditory attention mechanism. We
find that for unconstrained microphone arrays, our approach is able to match the
performance of the comparable models trained on beamform-enhanced signals.
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Abstract
Learning representations is a central challenge in machine learning. For speech
recognition, we are interested in learning robust representations that are stable
across different acoustic environments, recording equipment and irrelevant inter–
and intra– speaker variabilities. This thesis is concerned with representation
learning for acoustic model adaptation to speakers and environments, construc-
tion of acoustic models in low-resource settings, and learning representations from
multiple acoustic channels. The investigations are primarily focused on the hy-
brid approach to acoustic modelling based on hidden Markov models and artificial
neural networks (ANN).

The first contribution concerns acoustic model adaptation. This comprises
two new adaptation transforms operating in ANN parameters space. Both oper-
ate at the level of activation functions and treat a trained ANN acoustic model as
a canonical set of fixed-basis functions, from which one can later derive variants
tailored to the specific distribution present in adaptation data. The first tech-
nique, termed Learning Hidden Unit Contributions (LHUC), depends on learn-
ing distribution-dependent linear combination coefficients for hidden units. This
technique is then extended to altering groups of hidden units with parametric and
differentiable pooling operators. We found the proposed adaptation techniques
pose many desirable properties: they are relatively low-dimensional, do not over-
fit and can work in both a supervised and an unsupervised manner. For LHUC we
also present extensions to speaker adaptive training and environment factorisa-
tion. On average, depending on the characteristics of the test set, 5-25% relative
word error rate (WERR) reductions are obtained in an unsupervised two-pass
adaptation setting.

The second contribution concerns building acoustic models in low-resource
data scenarios. In particular, we are concerned with insufficient amounts of
transcribed acoustic material for estimating acoustic models in the target lan-
guage – thus assuming resources like lexicons or texts to estimate language mod-
els are available. First we proposed an ANN with a structured output layer
which models both context–dependent and context–independent speech units,
with the context-independent predictions used at runtime to aid the prediction
of context-dependent states. We also propose to perform multi-task adaptation
with a structured output layer. We obtain consistent WERR reductions up to
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6.4% in low-resource speaker-independent acoustic modelling. Adapting those
models in a multi-task manner with LHUC decreases WERRs by an additional
13.6%, compared to 12.7% for non multi-task LHUC. We then demonstrate that
one can build better acoustic models with unsupervised multi– and cross– lingual
initialisation and find that pre-training is a largely language-independent. Up to
14.4% WERR reductions are observed, depending on the amount of the available
transcribed acoustic data in the target language.

The third contribution concerns building acoustic models from multi-channel
acoustic data. For this purpose we investigate various ways of integrating and
learning multi-channel representations. In particular, we investigate channel con-
catenation and the applicability of convolutional layers for this purpose. We
propose a multi-channel convolutional layer with cross-channel pooling, which
can be seen as a data-driven non-parametric auditory attention mechanism. We
find that for unconstrained microphone arrays, our approach is able to match the
performance of the comparable models trained on beamform-enhanced signals.
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Chapter 1

Introduction

This thesis concerns learning and adapting representations for acoustic modelling
in automatic speech recognition (ASR). We are primarily concerned with hidden
Markov-based acoustic models [Baker, 1975] in which state probability distribu-
tions are estimated by connectionist architectures [Rosenblatt, 1962]. This is
sometimes referred to as the hybrid approach to ASR first proposed by [Bourlard
and Wellekens, 1990, Bourlard and Morgan, 1990], intensively developed in mid
nineties [Bourlard et al., 1992, Renals et al., 1994, Bourlard and Morgan, 1994],
and more recently refined to give state of the art results on multiple speech recog-
nition benchmarks by Hinton et al. [2012] and many others.

Representation learning [Rumelhart et al., 1986] reflects a shift from a knowledge-
based towards a data-driven means of extracting useful features from data. This
process typically involves building multiple-levels of transformations jointly with
a target predictor, driven by a single task-related objective. It is still possible
to incorporate knowledge-motivated priors and assumptions; however, they tend
to be much more generic when compared to the expertise engineered in hand-
crafted features where one usually seeks for representation adjusted for strengths
and weaknesses of the specific classifier.

Connectionist architectures have been very successful in representation learn-
ing in both supervised and unsupervised settings [Bengio et al., 2013]. This is not
surprising and to a large degree may be attributed to gradient-based iterative
learning algorithms [Rumelhart et al., 1986], which work well in practice. In ad-
dition, they provide modelling power which, under some mild assumptions, has
been proved to be a universal approximator for smooth functions [Cybenko, 1989,
Hornik et al., 1989, Barron, 1993]. Notice, however, that the universal approxi-
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Chapter 1. Introduction 4

mation theorem says little about how to make use of those theoretical properties
in practice or even how to relate the optimal model capacity to the given data.
Nevertheless, ANNs offer an appealing unified framework for learning represen-
tations, allowing a focus on more generic aspects – for example, how to design
an appropriate loss functions for the task or designing an optimiser capable of
searching for model parameters which minimise this loss. At the same time ANNs
give some guarantee that the model’s parametrisation will have a sufficient capac-
ity1 to learn a satisfactory solution without worrying whether data fits predictor’s
capabilities. We will elaborate on this brief outline later in Chapter 2.

Despite significant progress in acoustic model development over the last sev-
eral decades, including recent work on ANNs, ASR systems remain strongly do-
main dependent requiring specific task-oriented systems for good performance.
Furthermore, it has been found that properly performed normalisation of the
acoustic feature-space or direct adaptation of acoustic model parameters in a
speaker-dependent manner yields significant gains in accuracy. This lack of gen-
erality is particularly pronounced for far-field speech recognition – in this case,
the available corpora allow for controlled experiments marginalising the impact of
all but the acoustic component on the final system performance to be carried out.
The results show that extending the distance at which the speech is captured can
double error rates – and this already assumes a matched scenario with two sets
of independently trained models, one for distant and one for close-talking data.

This thesis is concerned with three major themes:

1. Adapting representations: We are primarily concerned with adapta-
tion techniques operating in the parameter space of an ANN. In particular,
we have developed a technique that relies on learning hidden unit con-
tributions (LHUC) [Swietojanski and Renals, 2014] and offers a principled
interpretation rooted in the universal approximation theorem. Building on
LHUC we have extended it to a speaker-adaptive training variant able to
work both in speaker independent and dependent manners [Swietojanski
and Renals, 2016]. The work on LHUC took us towards related techniques
that rely on differentiable pooling operators, in which adaptation is carried
by estimating speaker-specific pooling regions [Swietojanski and Renals,
2015]. Within this avenue we focused on two types of pooling parametrisa-
tions - Lp and Gaussian weighted units. Both approaches were thoroughly

1In a sense that the number of model’s parameters can be easily increased if necessary.
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examined experimentally on multiple large vocabulary speech recognition
(ASR) benchmarks. Results and broader motivations of those were reported
in [Swietojanski, Li, and Renals, 2016] and [Swietojanski and Renals, 2016].

2. Learning representations under low-resource acoustic conditions:
Adapting context-dependent models with small amounts of data results in
very sparsely distributed adaptation targets – resulting in updating of only
few outputs. To compensate for this we propose a multi-task adaptation
with a structured output layer using an auxiliary context-independent layer
to adapt context-dependent targets [Swietojanski, Bell, and Renals, 2015].
This structure also help in the generic scenario of speaker-independent low-
source acoustic modelling.

It is sometimes difficult to access transcribed data for some languages. As
a result ASR systems in such scenarios offer much lower accuracy compared
to similar systems estimated for resources-rich languages. Within this part
we try to leverage multi-lingual acoustic data to improve ASR for a target
under-resourced language. In particular, we propose unsupervised multi-
lingual pre-training as a form of multi-lingual knowledge transfer [Swieto-
janski, Ghoshal, and Renals, 2012].

3. Learning representations from multiple channels: Much work has
been done in multi-microphone acoustic modelling employing conventional
Gaussian mixture models. The consensus found in the literature is that
optimal performance involves beamforming of multiple-channels in order to
create a single but enhanced audio signal. ANNs offer a very flexible frame-
work to combine various sources of information and in Chapter 9 we investi-
gate their applicability to model-based learning from multiple acoustic chan-
nels. In particular, we investigate different ways of combining multi-channel
data in the model [Swietojanski, Ghoshal, and Renals, 2013a] and propose
a convolutional layer with two-levels of pooling [Swietojanski, Ghoshal, and
Renals, 2014a]. This approach, for unconstrained microphones, is able to
match models trained on signal-enhanced speech [Renals and Swietojanski,
2014]. A side result of this work is the creation of publicly available recipes
for the AMI and ICSI meeting corpora released with the Kaldi speech recog-
nition toolkit (www.kaldi-asr.org).

www.kaldi-asr.org
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1.1 Thesis Structure

Given above contributions, the thesis is organised as follows:
Chapter 2 provides a short introduction to connectionist models.
Chapter 3 contains a brief and high level review of large vocabulary speech

recognition.
Chapter 4 gathers together descriptions and statistics of the corpora used to

carry out the experiments. We follow an in-place approach in this work – we
present experimental results in each chapter following theoretical descriptions.

Chapter 5 reviews adaptation methods and introduces Learning Hidden Unit
Contributions (LHUC) and its speaker adaptively trained (SAT) variant.

Chapter 6 continues the adaptation topic and presents model-based adapta-
tion using parametric and differentiable pooling operators.

Chapter 7 investigates low-resource acoustic models and adaptation using a
multi-task training and adaptation with structured output layer.

Chapter 8 concerns unsupervised multi-lingual knowledge transfer.
Chapter 9 investigates the use of multiple channels in distant speech recogni-

tion, where our primary focus lies in explicit representation learning from multi-
channel acoustic data.

Chapter 10 contains a summary and discusses possible future work.

1.2 Declaration of content

This thesis is almost completely composed of the work published in the following
journal and conference papers:

• P. Swietojanski and S. Renals. Differentiable Pooling for Unsupervised
Acoustic Model Adaptation. IEEE/ACM Transactions on Audio, Speech
and Language Processing, 2016

• P. Swietojanski J. Li and S. Renals. Learning Hidden Unit Contributions
for Unsupervised Acoustic Model Adaptation. IEEE/ACM Transactions on
Audio, Speech and Language Processing, 2016

• P. Swietojanski and S. Renals. SAT-LHUC: Speaker Adaptive Training for
Learning Hidden Unit Contributions. In Proc. IEEE International Con-
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ference on Acoustics, Speech and Signal Processing (ICASSP), Shanghai,
China, 2016

• P. Swietojanski, P. Bell, and S. Renals. Structured output layer with aux-
iliary targets for context-dependent acoustic modelling. In Proc. ISCA
Interspeech, Dresden, Germany, 2015.

• P. Swietojanski and S. Renals. Differentiable pooling for unsupervised
speaker adaptation. In Proc. IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), Brisbane, Australia, 2015

• P. Swietojanski and S. Renals. Learning hidden unit contributions for un-
supervised speaker adaptation of neural network acoustic models. In Proc.
IEEE Spoken Language Technology Workshop (SLT), Lake Tahoe, USA,
2014

• P. Swietojanski, A. Ghoshal, and S. Renals. Convolutional neural networks
for distant speech recognition. IEEE Signal Processing Letters, 21(9):1120-
1124, September 2014

• S. Renals and P. Swietojanski. Neural networks for distant speech recog-
nition. In The 4th Joint Workshop on Hands-free Speech Communication
and Microphone Arrays (HSCMA), Nancy, France, 2014

• P. Swietojanski, A. Ghoshal, and S. Renals. Hybrid acoustic models for dis-
tant and multichannel large vocabulary speech recognition. In Proc. IEEE
Automatic Speech Recognition and Understanding Workshop (ASRU), Olo-
mouc, Czech Republic, 2013

• P. Swietojanski, A. Ghoshal, and S. Renals. Unsupervised cross-lingual
knowledge transfer in DNN-based LVCSR. In Proc. IEEE Spoken Language
Technology Workshop (SLT), pages 246-251, Miami, Florida, USA, 2012.

Some related aspects in the thesis were inspired, but did not get into directly,
by the following work I have (co-)authored:

• P. Swietojanski, J-T Huang and J. Li. Investigation of maxout networks for
speech recognition. In Proc. IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), Florence, Italy, 2014
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• P. Swietojanski, A. Ghoshal, and S. Renals. Revisiting hybrid and GMM-
HMM system combination techniques. In Proc. IEEE International Con-
ference on Acoustics, Speech and Signal Processing (ICASSP), Vancouver,
Canada, 2013

• P. Bell, P. Swietojanski, and S. Renals. Multi-level adaptive networks in
tandem and hybrid ASR systems. In Proc. IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), Vancouver, Canada,
2013

• A. Ghoshal, P. Swietojanski, and S. Renals. Multilingual training of deep
neural networks. In Proc. IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), Vancouver, Canada, 2013

Beyond above works, during my PhD days I also had a chance to contribute
towards related research projects and speech recognition evaluations (IWSLT12,
IWSLT14 and MGB Challenge 2015), some of those collaborations resulted in
peer-reviewed publications, as follows:

• Z. Wu, P. Swietojanski, C. Veaux, S. Renals, and S. King. A study of
speaker adaptation for DNN-based speech synthesis. In Proc. ISCA Inter-
speech, Dresden, Germany, 2015

• P. Bell, P. Swietojanski, J. Driesen, Mark Sinclair, Fergus McInnes, and
Steve Renals. The UEDIN ASR systems for the IWSLT 2014 evaluation. In
Proc. International Workshop on Spoken Language Translation (IWSLT),
South Lake Tahoe, USA, 2014

• P. Bell, H. Yamamoto, P. Swietojanski, Y. Wu, F. McInnes, C. Hori, and S.
Renals. A lecture transcription system combining neural network acoustic
and language models. In Proc. ISCA Interspeech, Lyon, France, 2013

• H. Christensen, M. Aniol, P. Bell, P. Green, T. Hain, S. King, and P. Swieto-
janski. Combining in-domain and out-of-domain speech data for automatic
recognition of disordered speech. In Proc. ISCA Interspeech, Lyon, France,
2013

• P. Lanchantin, P. Bell, M. Gales, T. Hain, X. Liu, Y. Long, J. Quinnell, S.
Renals, O. Saz, M. Seigel, P. Swietojanski, and P. Woodland. Automatic



Chapter 1. Introduction 9

transcription of multi-genre media archives. In Proc. Workshop on Speech,
Language and Audio in Multimedia, Marseille, France, 2013

• P. Bell, M. Gales, P. Lanchantin, X. Liu, Y. Long, S. Renals, P. Swietojan-
ski, and P. Woodland. Transcription of multi-genre media archives using
out-of-domain data. In Proc. IEEE Spoken Language Technology Work-
shop (SLT), pages 324-329, Miami, Florida, USA, 2012

• E. Hasler, P. Bell, A. Ghoshal, B. Haddow, P. Koehn, F. McInnes, S. Renals,
and P. Swietojanski. The UEDIN system for the IWSLT 2012 evaluation. In
Proc. International Workshop on Spoken Language Translation (IWSLT),
Hong Kong, China, 2012

1.3 Notation

The following notation has been used throughout this work.

ot speech observation at time t
or
t the “static” elements of feature vector ot

∆or
t the “delta” elements of feature vector ot

∆2or
t the “delta-delta” elements of feature vector ot

Ōt context window of 2c+ 1 speech observations:
Ōt = [o>t−c, . . . ,o>t , . . . ,o>t+c]>

O1:T observation sequence o1, . . . ,oT

θ an arbitrary set of parameters
F(θ) a criterion to be optimised over parameters θ
f(x;θ) an arbitrary neural network, parametrised by θ, acting on input x
f l(x;θl) lth layer of neural network, parametrised by θl

Wl weight matrix associated with layer l of a neural network
wl
i weight vector associated with node i for layer l

bl bias vector at lth layer
φl(·) non-linear function applied at lth layer
hl vector of hidden activations at lth layer

cm the prior of Gaussian component m
µ(m) the mean of Gaussian component m
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Σ(m) the covariance matrix of Gaussian component m
N (µ,Σ) Gaussian distribution with mean µ and covariance matrix Σ
N (ot;µ,Σ) likelihood of observation ot being generated by N (µ,Σ)
p(O1:T ;θ) likelihood of observation sequence O1:T given parameters θ
qj state j of the HMM
Q the HMM state sequence q1:T

Q set of all HMM states

A an arbitrary transformation matrix
A> transpose of A
A−1 inverse of A
|A| determinant of A
aij element i, j of A

Acronyms

ANN artificial neural network
BMMI boosted maximum mutual information
ASR automatic speech recognition
CMN cepstral mean normalisation
CMLLR constrained maximum likelihood linear regression
CNN ANN with at least one convolutional layer
CVN cepstral variance normalisation
DNN (deep) artificial neural network (the same as ANN)
EM expectation maximisation
EBP error back-propagation
FBANK log mel filterbank
FFT fast Fourier transform
GMM Gaussian mixture model
HMM hidden Markov model
LVCSR large vocabulary continuous speech recognition
LDA linear discriminant analysis
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LHUC learning hidden unit contributions
LM language model
MBR minimum Bayes risk
MFCC mel-frequency cepstral coefficients
ML maximum likelihood
MLLR maximum likelihood linear regression
MLLT maximum likelihood linear transform
MMI maximum mutual information
MMSE minimum mean square error
PLP perceptual linear prediction
PPL perplexity of a language model
PDF probability density function
RBM restricted Boltzmann machine
RNN recurrent neural network
SAT speaker adaptive training
SOL structured output layer
SD speaker dependent parameters
SI speaker independent parameters
SNR signal to noise ratio
TDOA time delay of arrival
VTLN vocal tract length normalisation
WER word error rate



Chapter 2

Connectionist Models

This chapter presents the background on the construction and learning of artificial
neural network models.

2.1 Introduction

The concept of connectionism dates back as far as 400 B.C. and Aristotle’s no-
tion of mental association [Medler, 1998] and has been since influenced by many
fields of science and philosophy, as outlined in the survey by Medler [1998]. In
this thesis we are interested in the “post-perceptron” era of connectionism, or
an engineering approach, especially in the context of the distributed parallel
processing framework proposed by [Rumelhart et al., 1986] and the definition
given in Bourlard and Morgan [1994] which describes a connectionist system as
a: System in which information is represented and processed in terms of the input
pattern and strength of connections between units that do some simple processing
on their input.

In the literature, connectionist systems are often referred to as {artificial,
multi-layer, deep} neural networks or multi-layer perceptrons. Hereafter in this
thesis we will primarily rely on feed-forward structures and we will use term
artificial neural network (ANN) when referring to such models, where necessary
we will also explicitly specify the type of connectivity pattern of its parameters
(feed-forward, recurrent, convolutional, or a combination of those).

12
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2.2 ANNs as a computational network

A convenient way to explain the computations performed by an arbitrary con-
nectionist model is by treating the computation as traversing and executing a
series of computational nodes organised in a graph [LeCun et al., 1998a]. Denote
by G = {V,E} a graph consisting of a set of vertices (or nodes) V and a set of
connecting edges (or links) E. Such a graph must exhibit certain properties: i)
its edges should be directed, thus defining one-directional dependencies between
vertices V and ii) paths defined by edges (possibly spanning many vertices) must
not create cycles, given a specified dependency structure. This is a non-rigorous
definition of a Directed Acyclic Graph (DAG).

Figure 2.1 (a) depicts an illustration of such a DAG with four vertices V =
{A,B,C,D}, each of those vertices as well as the whole block computes a function
Y from inputs X using parameters θ. The dependency structure allows us to
easily find the order in which one need to execute the operations – this is known
as a topological ordering and can be obtained by traversing the graph in depth-
first order, starting from its inputs (root). Assuming we know how to perform
computations at each node, following this topological ordering and evaluating
visited nodes will effectively perform the forward-pass procedure. In a similar
way, starting from the forward computation DAG, one can build a similar DAG
whose traversal will result in the error back-propagation procedure [Rumelhart
et al., 1986], as illustrated in Figure 2.1 (b).

Figure 2.1: (Left) Computational graph consisting of some 4 internal computations,
A, B, C and D parametrised by a, b, c and d, respectively. (Right) corresponding
back-propagation graph
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Typically, each computational node is required to implement three types of
computations:

• Forward computation through the node,

• Backward computation: gradient of the outputs of the node with respect
to its inputs,

• Gradient of the outputs of the node with respect to its parameters (if any)

The loss function, used to guide the learning process, can also be represented
as a node with two inputs (targets, model predictions) and a scalar output repre-
senting cost which allows DAG representations of arbitrary learnable ANN struc-
tures, as long as each component knows how to perform the forward and backward
computations.

Examples presented hitherto underline some generic principles allowing us to
build arbitrarily complex computational graphs keeping the underlying compu-
tational machinery the same. In the next section, we outline some of the typical
choices for such nodes, divided into three categories: loss functions, linear trans-
forms and activation functions.

2.3 ANN components

A feed-forward ANN is implemented as a nested function comprising of L pro-
cessing layers, parametrised by θ, which maps some input x into output y:

f(x;θ) = fL
(
fL−1

(
. . . f 2

(
f 1
(
x;θ1

)
;θ2

)
. . . ;θL−1

)
;θL

)
(2.1)

The particular mapping that an ANN can learn will depend on the type of con-
nectivity pattern and hidden activation function in each layer, and the type of
output layer activation and the loss function. We review them briefly below.

2.3.1 Loss functions

In order to learn the parameters of an ANN, we must specify a suitable loss
function. The loss function, to be minimised, does not necessarily need to be
easy to evaluate, as long as one can compute its gradient or provide a satisfactory
approximation to it. Below we list some of the popular choices that often also



Chapter 2. Connectionist Models 15

act as surrogate loss functions for the tasks in which more suitable losses are not
available. Let y be the output layer activations produced by a neural network
f(x;θ) and let t denote training targets for a given task, then we have:

• Squared Errors: A suitable loss for regression tasks when the target t con-
tain real numbers and f(x;θ) produces linear activations:

FSE(t,y) = 1
2 ||t− y||2 (2.2)

∂FSE(t,y)
∂y

= y− t (2.3)

• Cross-entropy: in cases where both t and y are categorical probability
distributions (i.e. for any valid output i, 0 < yi < 1 and ∑i yi = 1). It is
suitable to minimise the Kullback-Leibler divergence of y from t:

KL(t||y) =
∑
i

ti log ti
yi

(2.4)

=
∑
i

ti log ti −
∑
i

ti log yi (2.5)

Since the parameters θ of an ANN f(x;θ) used to produce y do not depend
on the first part of (2.5) the loss to minimise, and its gradient with respect
to y are:

FCE(t,y) = −
∑
i

ti log yi (2.6)

∂FCE(ti, yi)
∂yi

= − ti
yi

(2.7)

• Binary cross-entropy is a special case of cross-entropy when there are only
two classes or in scenarios in which activations at the output layer are
probabilistic but independent from each other, in which case the loss and
its gradient with respect to y is:

FBCE(t, y) = −t log y − (1− t) log(1− y) (2.8)

∂FCE(t, y)
∂y

= − t
y

+ 1− t
1− y (2.9)

• Other: Ideally one would like to optimise the loss which directly corresponds
to the performance metric of the task at hand. For example in speech
transcription, where one is interested in optimising sequential performance,
customised loss functions may yield improved performance [Povey, 2003,
Kingsbury, 2009] (see also Section 3.3.4).
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2.3.2 Linear transformations

In this section we describe two types of linear transformations commonly used
with ANN in fully-connected and convolutional settings.

• Affine transform: implements a dot product and a shift:

a = W>x + b (2.10)

by taking a derivatives w.r.t the input (x) and the transform parameters
(θ = {W,b}) we have:

∂a
∂x

= W,
∂a
∂W

= x,
∂a
∂b

= 1 (2.11)

• Affine transform with convolution: implements a local connectivity pat-
tern which is typically shared across multiple locations in the layer’s input
space [LeCun and Bengio, 1995]. Typically, with ANNs we perform convo-
lution along one, two or three dimensions. In particular, in this thesis we
use one dimensional convolution along the frequency axis as in [Abdel-
Hamid et al., 2014], in which case the k-th convolutional filter (out of
total J such filters in a layer) can be expressed as a dot product1. De-
note by x = [x1, x2, . . . , xM ]> some M -dimensional input signal and by
wk = [wk1 , wk2 , . . . , wkN ]> the weights of the kth N-dimensional convolutional
filter. Then one can build a large but sparse matrix Wk by replicating wk

filters as in (2.12) and then computing the convolutional linear activations
for each of J filters as in (2.10).

Wk> =



wk1 wk2 . . . wkN 0 0 . . . 0
0 wk1 wk2 . . . wkN 0 . . . 0
0 0 wk1 wk2 . . . wkN . . . 0
... ... . . . . . . . . . . . . . . . ...
0 0 . . . 0 wk1 wk2 . . . wkN


(2.12)

Extra steps must be taken when computing the gradients with respect to pa-
rameters, in which case one needs to take into account the fact the kth kernel
wk is shared across many locations, and the total gradient is the sum of the
intermediate gradients computed with wk at multiple locations in x.

1One does not need to flip the filter index (in order to perform convolution in the mathe-
matical sense) as the filters are data-driven and the same result can be obtained using cross-
correlation instead, which is more efficient computationally.
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2.3.3 Activation functions

Linear transformations are usually followed by non-linear activation functions.
Those functions can either act element-wise or take into account groups of units.
Assuming a is the vector of linear activations obtained with (2.10) and ai is its
ith element, popular choices for non-linear functions are as follows:

• Identity: results in no transformation of linear activations in (2.10). These
are typically used in the output layer for regression tasks, but also at hidden
layers with bottle-neck feature extractors and as an adaptation transform.

φ(ai) = ai (2.13)

• Sigmoid: squashing non-linearity resulting in activations bounded by [0, 1]:

φ(ai) = 1
1 + exp(−ai)

(2.14)

∂φ(ai)
∂ai

= φ(ai)(1− φ(ai)) (2.15)

• Hyperbolic tangent (tanh): squashing non-linearity resulting in activations
bounded by [−1, 1]:

φ(ai) = exp(ai)− exp(−ai)
exp(ai) + exp(−ai)

(2.16)

∂φ(ai)
∂ai

= 1− φ(ai)2 (2.17)

• Rectified Linear Unit (ReLU) [Nair and Hinton, 2010]: ReLU implements a
form of data-driven sparsity – on average the activations are sparse, but the
general sparsity pattern will depend on particular data-point. This is differ-
ent from the sparsity obtained in parameters space with L1 regularisation
(see also Section 2.5) as the latter affects all data-points in the same way.
Given a linear activation ai, ReLU forward and backward computations are
given as follows:

φ(ai) = max(0, ai), (2.18)

∂φ(ai)
∂ai

=


1 if ai > 0

0 if ai < 0
(2.19)
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• Maxout (or max-pooling in general) [Riesenhuber and Poggio, 1999, Good-
fellow et al., 2013]: maxout is an example of a type of data-driven non-
linearity in which the transfer function can be learned from data – the
model can build a non-linear activation from piecewise linear components.
These linear components, depending on the number of linear regions used
in the pooling operator, can approximate other functions, such as ReLU
or absolute value. Given some set {ai}i∈R of R linear activations, maxout
implements the following operation:

φ({ai}i∈R) = max({ai}i∈R) (2.20)

∂φ({ai}i∈R)
∂ai∈R

=


1 if ai is the max activation

0 otherwise
(2.21)

• Lp–norm [Boureau et al., 2010]: the activation is implemented as an L-norm
with an arbitrary order p ≥ 1 (in order to satisfy triangle inequality, see
also Chapter 6) over a set {ai}i∈R of R linear activations:

φ({ai}i∈R) =
(∑
i∈R
|ai|p

) 1
p

(2.22)

∂φ({ai}i∈R)
∂ai∈R

= ai · |ai|p−2∑
j∈R |aj|p

· φ({ai}i∈R) (2.23)

• Softmax [Bridle, 1990]: To obtain a probability distribution one can use
the softmax non-linearity (2.24) which is a generalisation of sigmoid acti-
vations to multi-class problems. Softmax operation is prone to both over–
and under–flows. Over-flows are typically addressed by subtracting the
maximum activation m = max(a) before evaluating exponentials, as in the
rightmost part of (2.24). If necessary, under–flows can be avoided with
applying the same trick and computing the logarithm of softmax instead.

φ(ai) = exp(ai)∑
j exp(aj)

= exp(ai −m)∑
j exp(aj −m) (2.24)

The derivative of softmax with respect to linear activation is given in (2.25),
where δij is the Kronecker delta function:

φ(ai)
aj

= φ(ai)(δij − φ(aj)) (2.25)
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2.4 Training

Most techniques for estimating ANN parameters are gradient-based methods op-
erating in either online or batch modes. The dominant technique uses stochastic
gradient descent (SGD) [Bishop, 2006], possibly in a parallelised variant [Dean
et al., 2012, Povey et al., 2014]. Second order methods have also been reported
to work well with ANN [Martens, 2010, Sainath et al., 2013b]. The potential ad-
vantage of second order methods (in return for higher computational load) lies in
taking into account the quadratic approximation to the weight-space curvature,
(theoretically) easier parallelisation and no requirement to tune learning rates
(though usually other hyper-parameters are introduced in exchange). Experience
shows that well tuned SGD algorithm offers results comparable to second order
optimisers [Sutskever et al., 2013].

The ANN models in this work were trained with stochastic gradient descent,
which for a neural network of the form y = f(x;θ) can be summarised as follows:

1. Randomly initialise model parameters θ, set momentum parameters ϑ to 0

2. Until stopping condition has been satisfied

3. Draw B examples (a mini-batch) from training data: (xi, ti) for i = 1, . . . , B

4. Perform a forward pass to get predictions y for the mini-batch

5. Compute the mean loss F(t,y) and the gradient with respect to y

6. Back-propagate the top-level errors ∂F(t,y)/∂y down through the network
using multi-path multi-chain rule

7. For each learnable parameter θj ∈ θ compute its gradient g(θj) on B

examples in the mini-batch:

g(θj) = 1
B

B∑
i

∂

∂θj
F(xi;θj) (2.26)

8. Update the current model parameters with the newly computed gradients,
α ∈ [0, 1] is the momentum coefficient and ε > 0 denotes a learning rate:

ϑt+1
j = αϑtj − εg(θj) (2.27)

θt+1
j = θtj + ϑt+1

j (2.28)

9. If there are more mini-batches to process go to step 3 otherwise go to step 2
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2.5 Regularisation

Optimising loss functions mentioned in Section 2.3 from limited training data
results in ANN models that may poorly generalise to unseen conditions, especially
when the model is powerful enough to memorize spurious specifics in the training
examples. To account for this one usually applies some regularisation terms on
the ANN parameters to prevent over-fitting.

Typically, regularisation adds a complexity term to the cost function. Its
purpose is to put some prior on the model parameters to prevent them from
learning undesired configurations. The most common priors assume smoother
solutions (ones which are not able to fit training data too well) are better as they
are more likely to better generalise to unseen data.

A way to incorporate such a prior in the model is to add a complexity term to
the training criterion in order to penalise certain configurations of the parameters
– either from growing too large with weight decay (L2 penalty) or preferring a
solution that can be modelled with fewer parameters (L1), hence encouraging
sparsity. An arbitrary objective with L1 and L2 penalty has the following form,
with λ1 ≥ 0 and λ2 ≥ 0 some small positive constants usually optimised on a
development set.

Freg(θ) = Ftrain(θ) + λ1|θ|+ λ2||θ||2 (2.29)

There exist other effective regularisation techniques, for example, dropout [Sri-
vastava et al., 2014] – a technique that omits a specified percentage of random
hidden units (or inputs) during training or pre-training with stacked restricted
Boltzmann machines [Hinton et al., 2006] for which one the explanations for its
effectiveness in initialising ANN parameters is rooted in regularisation [Erhan
et al., 2010].

2.6 Summary

We have briefly reviewed the basics behind a machinery of building and training
artificial neural networks, including a brief overview of computational networks,
loss functions, linear transformations and activation functions. We also outlined
stochastic gradient descent and described the basics of regularisation.



Chapter 3

Overview of Automatic Speech
Recognition

This chapter gives a high level overview of hidden Markov model-based speech
recognition systems. More detailed comments have been given in the context of
the material that is of particular interest to the follow up of this thesis, or to
developments that were of seminal importance for speech recognition progress.
Note however, this view may be in places biased by my own personal perspective.

3.1 Brief historical outlook

Automatic Speech Recognition (ASR) has a long history with work in machine-
based classification of isolated speech units dating back to the 1950s [Davis et al.,
1952]. To add some perspective to this picture, Alan Turing published his semi-
nal work on computable functions in [Turing, 1936] and the first practical imple-
mentation of a Turing-complete machine is considered to be ENIAC (Electronic
Numerical Integrator and Computer), built 9 years later in 1945. The quest to
develop artificial intelligence (AI) has been around for much longer, though it was
not clear how AI might be evaluated until another seminal work of Turing [1950]
and the concept of imitation game, known today as a Turing test. Arguably,
human-level artificial intelligence requires a natural-language processing compo-
nent. The system of [Davis et al., 1952] did not use generic computing machines
nor notions of what we consider nowadays as machine learning [Mitchell, 1997];
rather it was implemented as a specialised end-to-end circuit designed to extract,
match and announce the recognised digit patterns found in speech uttered by a

21
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single speaker – for whom the recognition circuit needed to be deliberately tuned
prior to usage. This tuning, however, did not involve any form of automatic
learning but rather relied on a manual incorporation of the necessary knowledge
about unseen speaker’s acoustic characteristics by a human expert. In a sense
though, the system had some traits of what we consider nowadays as a standard
pattern recognition pipeline involving stages like feature extraction and matching
those features against some pre-programmed templates.

Unsurprisingly, a step forward in terms of creating more generic ASR systems
was the invention of more sophisticated classifiers and better ways of extracting
features from acoustic signals. An example of the former is the dynamic time
warping (DTW) algorithm [Vintsyuk, 1968], a form of nearest neighbour classi-
fier [Fix and Hodges, 1951], designed to find a similarity score between known
and unseen sequences with different durations. This approach initially had some
success in recognition of isolated [Velichko and Zagoruyko, 1970] as well as con-
nected [Sakoe and Chiba, 1978] words, from closed and rather limited vocabular-
ies (up to several hundreds words). Progress in extracting better speech features
from the acoustic signal was stimulated by the invention of efficient algorithms
for time-frequency domain transformations, in particular a fast implementation of
the Fourier transform by Cooley and Tukey [1965], which enabled wide investiga-
tion of knowledge-motivated spectral feature extractors [Stevens et al., 1937], for
example, mel-frequency cepstral coefficients [Mermelstein, 1976]. The DTW algo-
rithm operating on frequency-derived acoustic features still remains the method
of choice for tasks in which an additional domain knowledge about acoustic and
language structure is severely limited, or at least as a building block of more so-
phisticated systems, in particular as a form of similarity measure in unsupervised
approaches to word discovery. DTW is an example of a non-parametric approach
and as such does not explicitly learn any statistical regularities or a representation
of the problem from the training data. In this thesis, we will be primarily con-
cerned with parametric families of models, that is the models that can extract and
incorporate some task-related knowledge using their parameterisation, which can
have either statistical or deterministic interpretations. In parametric approaches,
once the process of estimating model parameters is finished, one no longer needs
the training examples, unlike non-parametric template matching systems.

The framework that forms much of the foundations of current ASR systems
emerged during 1970s from the work of [Baker, 1975] and [Jelinek, 1976]. The
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transformative idea was to cast the speech to text transcription problem as a hi-
erarchical generative process using hidden Markov models (HMM) where acoustic
events are treated as random variables and depend probabilistically on the inter-
nal (hidden) system states. This approach allowed parameterisation of the speech
generation model by two sets of conditional probability distributions. It suffices to
say here that hierarchies of HMMs can represent units of phonemes, words or sen-
tences, and the conditional probabilities of interest can be reliably estimated from
representative speech training corpora. Initially HMM-based systems utilised dis-
crete distributions. These were replaced by continuous density multivariate Gaus-
sian mixture models (GMM) proposed by [Rabiner et al., 1985]. GMMs quickly
gained popularity and many techniques addressing their early weaknesses have
been proposed - some of them will be in more detail described later. An excellent
introduction to early GMM-HMM systems can be found in [Rabiner, 1989] and
[Gales and Young, 2008] provide an overview of many later improvements.

3.2 Introduction to data-driven speech recognition

Speech recognition, or speech to text transcription, is an example of a sequence
to sequence mapping problem where the input consists of a sequence of acoustic
features O = [o1, . . . ,oT ] and one is interested in finding the underlying sequence
of words w = [w1, . . . , wK ], with K << T . In a statistical framework, which is
by far the most successful approach to date, one usually defines the ASR task
in terms of finding the word sequence w∗ out of all possible hypotheses H which
maximises the posterior probability given the acoustic observations O:

w∗ = arg max
w∈H

P (w|O) (3.1)

Historically, building models solving P (w|O) directly proved to be difficult1

and the problem is typically decomposed using Bayes’ rule into likelihood p(O|w),
1Note there have been attempts to model this posterior directly, for example using condi-

tional random fields [Gunawardana et al., 2005, Zweig and Nguyen, 2009] or recurrent neural
networks [Graves and Jaitly, 2014, Chan et al., 2015, Lu and Renals, 2016]. Neither of those
methods (at this stage) provide competitive results on large vocabulary speech recognition and
will not be considered in this thesis. Also notice, handling P (w|O) explicitly is different from
altering the generative model’s parameters of p(O|w) in a sequence discriminative manner, as
described later.
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prior P (w) and normalisation p(O) terms, as follows:

w∗ = arg max
w∈H

p(O|w)P (w)
p(O) (3.2)

= arg max
w∈H

p(O|w)P (w) (3.3)

The marginal probability p(O) in (3.2) is independent of the hypothesised word
sequence and is ignored during decoding, thus implementing (3.3). p(O|w) and
P (w) are referred to as the acoustic model and the language model, and are
estimated independently, often using different corpora.

A simplified illustration of an ASR system and analysis of an example phrase
is depicted in Figure 3.1. Block (a) of Figure 3.1 presents a time-domain repre-
sentation of a speech signal which was transcribed at the word-level and will be
treated as a reference transcription for training purposes.

As shown in block (b) of Figure 3.1 this word-level transcription is transformed
into a phonetic-level transcription using a lexicon which maps words to their pho-
netic pronunciations. This illustration assumes that HMM models are built for
context-independent phonemes2, as visualised in the middle bar of the block (b).
The sequence of those composite models, which happen to be HMMs (formally
introduced in Section 3.3) also determines the sequence of the underlying states
Q1:T = [q1, . . . , qT ], given the reference utterance wref = [Transcribe,me, now].

Block (c) depicts the sequence of acoustic observations O1:T = [o1, . . . ,oT ]
extracted from the raw waveform from Figure 3.1 (a) (also see Section 3.5), which
together with the underlying initial alignment of states Q1:T (Figure 3.1 (b)) are
used to estimate the parameters of the acoustic model p(O|w).

Similarly, as illustrated in Figure 3.1 (d), one also estimates a language model
P (w) to obtain a probability distribution over possible word sequences (see Sec-
tion 3.4). At the recognition stage, contributions from the acoustic and language
models are combined to search for the most likely sequence of HMM states that
explain the observed acoustic sequence. This sequence can be then mapped to
phonemes, words and whole sentences. The result of this stage is a recognition
hypothesis – the most likely word sequence w∗ in (3.1). This search process is
briefly described in Section 3.6.

2This is not an unrealistic assumption and in practice, before expanding models to more
suitable representation of acoustic space, one usually builds such an initial system.
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sil r ae n s k r ay b m iy n aw sil
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(b)
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Raw waveform

(d)

Transcribe me now 
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Transcribe 

Reference transcription

m25m0 m0m23 m2 m9 m17 m10 m23 m4 m5 m13 m8 m9 m15

Phonetic transcription (typically derived from lexicon)

Composite model for the given utterance

Sequence of underlying system's states, given composite model

Sequence of acoustic observations

... ...

Figure 3.1: An analysis of a recognition of an example phrase “Transcribe me now”.
See text for description. Image adapted based on an idea in Young [2013].

3.3 Hidden Markov acoustic models

In this work, we are concerned with hidden Markov model (HMM) based acoustic
models, in which the underlying process of the system’s states is hidden. Refer to
Figure 3.1 and note that the exact sequence of states can be inverted to recover
desired higher level structures (sequences of phonemes and words).

Formally, an N -state HMM, as depicted in Figure 3.2, is parametrised by two
sets of parameters:

• State transition probabilities - denoted by matrix A specify the prob-
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Figure 3.2: A left-to-right hidden Markov model comprising of 5 states. The first
and the last state are non-emitting and are used to facilitate construction of compos-
ite HMMs. Transition probabilities implement an exponentially decreasing duration
model, i.e. probability of remaining in state j for exactly t consecutive time steps is
dj(t) = at−1

jj (1− ajj).

abilities of moving from one state to another in an HMM, as follows:

(A)ij = aij = P (qt = j|qt−1 = i) (3.4)

subject to:
N∑
j=1

aij = 1, ∀i = 1, . . . , N. (3.5)

• State output probability distributions - denoted by matrix B specify
the likelihood of state j generating observation ot at time t.

(B)jt = bj(ot) = p(ot|qt = j) (3.6)

One can pick between different parametrisations of bj() yielding either a
discrete HMM or a continuous density HMM when some form of probability
density function is used. Continuous probabilistic mappings are nowadays
the most common choices and we briefly describe them in Section 3.3.3.

An HMM (or a composite HMMwhen more than one model is involved) is thus
parametrised byM = {{aij}, {bj(·)}} where the parameters of {bj(·)} depend on
the specific model used to estimate the output state probability distributions (see
Section 3.3.3).

3.3.1 HMM assumptions

For computational reasons, the HMM topology used in ASR is typically restricted
to be a first order Markov process; that is its state qt at time t depends only on
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the preceding state qt−1:

P (qt|qt−1, qt−2, . . . , q1) = P (qt|qt−1) (3.7)

and observation vectors ot at any particular time t are assumed to be conditionally
independent of previous observations and states given the state qt, as follows:

p(ot|ot−1, . . . ,o1, qt, . . . , q1) = p(ot|qt) (3.8)

There has been some work investigating less restrictive families of graphical
models [Bilmes and Bartels, 2005] or at least aimed at understanding how much
each of the above assumptions affects acoustic modelling capabilities from the per-
spectives of speech recognition [Gillick et al., 2011] and synthesis [Henter et al.,
2014]. However, for ASR there is not currently a competitive alternative offering
more accurate and manageable large-scale systems. Notice that the incorrectness
of the conditional independence assumption allows appended time-derivative fea-
tures to increase the mutual information between neighbouring HMM state prob-
ability distributions [Bilmes, 2003, p. 37].

The above assumptions are important as they allow us to simplify the expres-
sion for calculating the acoustic likelihood over sequences of observations O and
states Q, factorising the total likelihood p(O|w;M) under the modelM as:

p(O|w;M) =
∑

Q∈w

T∏
t=1

p(ot|qt;M)P (qt|qt−1;M) (3.9)

=
∑

Q∈w
aq0,q1

T∏
t=1

bqt(ot)aqt,qt+1 (3.10)

Naive evaluation of the likelihood resulting from (3.10) is still prohibitively ex-
pensive requiring O(NT ) summations and multiplications. However, in practice
one can rely on the Baum-Welch forward or backward [Baum and Eagon, 1967]
recurrences which reduce this complexity to O(NT 2) steps. A simplified vari-
ant that only tracks the most likely state sequence (maxQ∈w instead of ∑Q∈w

in (3.10)) is known as the Viterbi algorithm [Viterbi, 1967, Forney, 1973].

3.3.2 On the acoustic units and HMM states

Acoustic realisations of a particular phoneme can be very different depending on
the acoustic context in which the phoneme is uttered. This effect is known as co-
articulation (generic case) or elision (when the central phoneme is entirely omit-
ted). Those observations motivated the building of HMMs for context-dependent
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acoustic units that explicitly take into account those characteristics. The most
common approach relies on building HMMs for triphone units, i.e. the units
that model the central phoneme in the context of its immediate left and right
neighbours. This typically leads to a dramatic explosion in the number of pa-
rameters that need to be estimated – for a typical language comprising of about
40 phones one would have to construct HMM models for 403 triphones, many of
which would have few or no associated observations in the training data. The
most successful method addressing this issue relies on clustering and tying the
parameters of HMM states that describe similar acoustic information, performed
in either a top-down [Young and Woodland, 1994] or a bottom-up [Hwang and
Huang, 1993] manner.

3.3.3 Modelling state probability distributions in HMMs

In this section we review some of the most common approaches for modelling
HMM state probability distributions.

3.3.3.1 GMM-HMM

A common choice for a probability density function (PDF) is the Gaussian mix-
ture model (GMM). In the GMM-HMM approach the jth HMM state is modelled
as a linear combination of Mj multivariate Gaussians:

bj(ot) = p(ot|j; {cjm, µjm,Σjm}
Mj

m=1) =
Mj∑
m=1

cjmN (ot;µjm,Σjm) (3.11)

subject to:
Mj∑
m=1

cjm = 1 and cjm ≥ 0 (3.12)

where the likelihood of an observation ot being generated by the particular com-
ponent is given as:

N (ot;µj,Σj) = 1√
(2π)D|Σj|

exp
{
−1

2(ot − µj)TΣ−1
j (ot − µj))

}
(3.13)

Parameters µm and Σm denote the mean and the covariance matrix of the mth
component, ot it the observation vector at time t and D is the dimensionality
of acoustic vector ot. The problem of estimation of GMM-HMM parameters
θ = {{aij}, {c,µ,Σ}} from data will be collectively addressed in Section 3.3.4.
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3.3.3.2 Subspace Gaussian Mixture Models

In a conventional GMM-based acoustic model, parametrisations of all mixtures
in the system are state-dependent. This poses a challenge when only a small
amount of data is assigned to a given state. State-tying mechanisms, mentioned
in Section 3.3.2, provide a partial remedy by merging acoustically similar states.
However, this is usually not sufficient and it is a common practice to ignore
dependencies within an acoustic vector allowing the use of diagonal covariance
GMMs. The subspace Gaussian Mixture Model (SGMM) [Povey et al., 2011a]
relaxes the structure of how the GMMs are organised in the system by managing
a pool of fewer (typically several hundred) full-covariance Gaussian components.
Those components are state-independent, which allows for more accurate estima-
tion from more, possibly multi-lingual, data [Burget et al., 2010, Lu et al., 2014],
which are then used to derive state-dependent PDFs.

3.3.3.3 ANN-HMM

The use of ANNs for modelling state output probabilities in HMM was pro-
posed as an alternative to GMMs by [Bourlard and Wellekens, 1990]. In this
hybrid ANN-HMM approach, a neural network is used to compute the pos-
terior probability over HMM states given a window of acoustic observations
Ōt = [o>t−c, . . . ,o>t , . . . ,o>t+c]>. Those posteriors are further scaled by HMM
state priors to obtain scaled-likelihoods [Bourlard and Morgan, 1994]. For the
jth HMM state we have

bj(ot) = p(ot|qt = j) = PANN(j|Ōt)P (ot)
P (j) ∝ PANN(j|Ōt)

P (j) (3.14)

where PANN(qt|Ōt) is estimated by a some form of connectionist model f(Ōt;θ),
acting on Ōt and parameterised by θ. Many parametric forms of f(Ōt;θ) have
been studied for ASR, including a variety of feed-forward and recurrent models
with different transfer functions and connectivity patterns. P (j) is calculated
from training state-level forced alignments and smoothed (in this work) with
Laplace discounting for numerical stability:

P (j) = C(j) + α∑
j′ C(j′) + α|Q|

(3.15)

C(·) denotes the number of occurrences of a state j in the training alignments, α
(set to 1 in this work) is a smoothing factor and |Q| is the number of leaves of a
decision clustering tree (see Section 3.3.2).
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Initially ANN-HMMs were built for context-independent (CI) acoustic models
but attempts at handling context dependency have also been made by training
an ensemble of distinct ANNs to estimate a set of conditional probabilities neces-
sary to derive a context-dependent (CD) likelihood score [Morgan and Bourlard,
1992, Bourlard et al., 1992, Franco et al., 1994]. Example factorisations involved
predicting a context-independent state (or phoneme) qt given an observation Ōt,
and then a context dependent cluster unit c given previously predicted CI state
qt and observation Ōt (3.16), or the other way round using equation (3.17):

P (qt, ct|Ōt) = PANN(qt|Ōt)PANN(ct|qt, Ōt) (3.16)

= PANN(ct|Ōt)PANN(qt|ct, Ōt) (3.17)

Recently [Dahl et al., 2012] proposed to use ANNs to directly model the posterior
distribution over context-dependent HMM clustered tied-states inherited from a
corresponding GMM-HMM system. The number of such states for a typical ASR
scenario, depending on the amount of training data, ranges from several hundred
up to thousands or tens of thousands of acoustic classes. However, as has been
found in [Dahl et al., 2012, Seide et al., 2011] this distribution can be reliably
approximated with deeper and wider networks and more data. Initially, this was
also attributed to restricted Boltzmann machine based layer-wise pre-training
by [Hinton et al., 2006], however, if the amount of data is sufficient (say 50 or
more hours), pre-training has a rather negligible impact on final accuracy [Seide
et al., 2011] compared to other aspects like depth and/or CI vs. CD states. An
ANN-HMM system is illustrated in Figure 3.3. In a sense, much of this progress
was made possible due to significant advances in hardware architecture, especially
the usage of general purpose graphic processing units (GP-GPU). This allowed the
speeding up matrix of algebra computations, which enabled training of large ANN
models in a reasonable amount of time (compared to highly parallelisable GMM-
HMM systems). A systematic review of some of the many recent developments
within hybrid ANN-HMM framework [Bourlard and Morgan, 1994] can be found
in book positions of Yu and Deng [2014] and Li et al. [2015].

A considerable advantage of the ANN-HMM approach is its more efficient
parameterisation. Contrary to the GMM-HMM approach, where distinct sets of
parameters are responsible for modelling different acoustic events, acoustic mod-
els based on ANNs share parameters used across all competing classes. This en-
courages greater parameter reuse allowing poorly represented data classes (HMM
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Figure 3.3: Architecture of an hybrid acoustic model using ANN to estimate the
posterior probability over HMM-states. HMM-states can be either context-dependent
or context-independent.

states) to make use of a shared discriminatory knowledge discovered during learn-
ing from data assigned to competing classes. As a result, larger context-dependent
trees can be used to better cover the acoustic space without issues arising from
data sparsity, as it is the case when the representation is not shared [Li et al.,
2012, Liao et al., 2013].

3.3.3.4 KL-HMM

The Kullback-Leibler HMM (KL-HMM) [Aradilla et al., 2008] relies on modelling
HMM state emission probabilities using a phone posterior distribution estimated
by an ANN. This is a generalisation of hybrid systems, enabling an ANN model
distribution across acoustic units that can be independent of a particular HMM
state (unlike in the hybrid ANN-HMM framework where the outputs of the ANN
are tied to particular states). This is done by looking at the KL divergence be-
tween posterior predictions obtained using an ANN and the expected distribution
of HMM states, which can be learned. Most of the experiments along this avenue
were performed for context–dependent or context–independent phonemes. For
those experiments the KL-HMM systems offered better results when compared
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to context-independent hybrid systems. This effect was particularly pronounced
when building extremely low-resource systems (5 minutes of transcribed data or
so) in which an ANN could be estimated from multi-lingual data [Imseng et al.,
2012] working directly as an acoustic model within KL-HMM.

3.3.4 Estimating parameters of HMM-based acoustic model

3.3.4.1 GMM-HMM

Here we discuss training of HMM models in which state output probabilities are
assumed to be estimated by either GMM or ANN models. For the GMM-HMM
scenario the basic criterion for training parameters is maximum-likelihood (ML):

FML(θu) = 1
U

U∑
u=1

log p
(
Ou|wref

u ;θu
)

(3.18)

where θu = {{aij}u, {c,µ,Σ}u} denotes the parameters of a sequence of con-
catenated GMM-HMM models (or a composite HMM model) built for the refer-
ence transcript wref

u and Ou acoustic sequence. The optimisation is then typi-
cally carried out using the forward-backward Baum-Welch recursions [Baum and
Eagon, 1967] which is an instance of an expectation-maximisation (EM) algo-
rithm [Dempster et al., 1977] that is guaranteed to not decrease the likelihood
between successive iterations. Equation (3.18) maximises the likelihood of a sub-
set of parameters associated with phonetic models of the utterance u and does not
take into account rival models which may also generate those observations well;
as a result ML may result in poor discriminative properties. It is a common prac-
tice to refine generative acoustic model parameters in a sequence discriminative
manner. Many techniques have been developed for this purpose aimed at either
maximising the mutual information (MMI) between the competing models [Bahl
et al., 1986, Povey, 2003] or minimising the expected error rates [Juang and Kata-
giri, 1992, Kaiser et al., 2000, Povey, 2003]. In this work we either use a boosted
variant of MMI [Povey et al., 2008] (GMM-HMM systems) or perform state-level
minimum Bayes risk (MBR) training (ANN-HMM systems). The generic MBR
criterion is defined as:

FMBR(θ) = 1
U

U∑
u=1

∑
w

P (w|Ou;θ)A(w,wref
u ) (3.19)

= 1
U

U∑
u=1

∑
w p(Ou|w;θ)κP (w)A(w,wref

u )∑
w′ p(Ou|w′;θ)κP (w′) (3.20)
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where κ is an acoustic scale and A(w,wref
u ) denotes the loss function of the

word sequence w with respect to the reference sequence wref
u of the utterance

u. The loss A(·, ·) may be computed at different levels (word, phone, state)
leading to different objectives [Gales and Young, 2008]. GMM-HMM parameters
for discriminative training are estimated using an extended Baum-Welch proce-
dure [Gopinath, 1998].

3.3.4.2 ANN-HMM

In the case of a hybrid system, one typically estimates ANN parameters such that
it maximises the posterior probability of predicting the correct tied state qt ∈ Q
at each time-step t. This is expressed as minimising the KL divergence between
two distributions – the empirical one estimated from training data t and the one
predicted by the ANN. This is also known as cross-entropy and is defined as:

FCE(θ) = − 1
U

U∑
u=1

1
Tu

Tu∑
t=1

logPANN(qt|Ōut;θ) (3.21)

Supervision targets for each frame t in each utterance u, tut, are obtained by force-
aligning acoustic observations with the reference transcripts using a GMM-HMM
system3. One also usually uses transition matrices from GMM-HMM system,
though those have a negligible impact on accuracy and one can assume a uniform
transition model [Bourlard and Morgan, 1994].

Criterion (3.21) typically operates at the frame level (see [Hennebert et al.,
1997] for a sequential formulation using Baum-Welch forward-backward recur-
sions), contrary to sequential formulation of (3.18), and the resulting model is
discriminative at the frame-level in the MMI sense4. One can also train ANNs
to discriminate at the sequence level, following the same objective as for GMM-
HMM system. In this work we minimise the expected loss with MBR as defined
in (3.20). The ANN parameters with either criteria can be estimated with any
gradient based optimiser. In this work we use stochastic gradient descent [Bishop,
2006].

3Dependence on GMM-HMM is not required though. One can build context-dependent
ANN-HMM systems starting from uniform context-independent alignments and context-
independent ANN models which can be iteratively re-estimated and expanded to context-
dependent models [Zhang and Woodland, 2014a, Senior et al., 2014]

4As one updates all ANN parameters taking into account all competing classes.
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3.4 Language model

The language model (LM), P (w) in (3.2), estimates a probability distribution
over sequences of words w = [w1, w2, ..., wK ]. The dominant technique for ap-
proximating such language grammars relies on n-gram models [Damerau, 1971],
expressed as:

P (w) =
K∏
k=1

P (wk|wk−1, wk−2, ..., wk−n+1) (3.22)

where n denotes the n-gram order, or number of words used in conditioning
in (3.22). The LMs are usually trained to maximise the likelihood [Dempster
et al., 1977] of training data which for higher order n-gram usually leads to very
sharp distributions with many zero probabilities for unobserved word sequences.
For this reason robust language modelling requires additional smoothing tech-
niques. These can be grouped, in a non-exclusive way, as follows:

• Back-off: family of techniques proposed by [Katz, 1987]. Contrary to Lapla-
cian, discounting back-off assigns the probability mass unevenly to un-
seen word tokens in proportion to the probability of a lower-order n-gram,
P (wk|wk−1, wk−2) ≈ P (wk|wk−1).

• Discounting: relies on assigning some of the probability distribution mass
to n-gram tokens unseen at training stage. The one that is used across this
work uses [Kneser and Ney, 1995] smoothing.

• Interpolation: relies on linearly weighting the same or different order n-
gram language models. This approach differs from back-off methods in the
way it handles n-gram with zero counts.

Class-based language models [Brown et al., 1992] (equation (3.23)) factorises
the prediction of wk on the class ck the word was assigned to and the history of
preceding classes. The number of classes in a typical scenario is up to several
hundreds, resulting in less severe data-sparsity issues and offering a more conve-
nient approach of vocabulary expansion. Estimation, similarly to n-gram models,
can be carried out in maximum likelihood manner.

P (w) =
K∏
k=1

P (wk|ck)P (ck|ck−1, ..., ck−n+1) (3.23)

In recent years neural networks have become a popular choice in modelling
language grammars. The idea, initially proposed in the context of feed-forward
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ANNs by Bengio et al. [2003], relies on mapping a discrete n-gram word distribu-
tion into a continuous space. Recently this idea has been extended to recurrent
ANNs by Mikolov et al. [2010]. From an ASR perspective, ANN-based LMs are
primarily used in a post-processing step to re-score ASR hypotheses. There has
been some work to address the problem of efficient handling of large vocabularies
by RNNs (say 50k+) in which case one may use class-based factorisation, similar
to the one in equation (3.23) and the factorisation proposed for context-dependent
acoustic modelling for ANN by Bourlard et al. [1992] (see also Section 3.3.3.3).

For some systems we will report perplexity (PPL) of the corresponding LMs.
PPL is typically estimated on some held out task-related data, and lower per-
plexity means the LM will generalise better when applied to predict unseen data.
This usually results in better ASR performance. PPL is defined as:

PPL = exp
{
− 1
K

K∑
k=1

log (P (wk|wk−1, wk−2, ..., wk−n+1))
}

(3.24)

3.5 Feature extraction

Feature extraction from the raw waveform signal, as designed for ASR, seeks
compact representations that minimize variability across speakers and environ-
mental acoustic conditions. At the same time, it aims to retain good discrimi-
native information between words. Typically one also seeks a representation of
the acoustic signal that fits the target classifier capabilities, for example, features
that are about to be modelled by diagonal covariance GMM-HMM models should
be Gaussian and uncorrelated.

The most common approach relies on treating a speech signal as a piece-
wise stationary process in which chunks of the waveform (typically 25ms long)
are processed in 10ms shifts. Typically each such window is transformed into
the spectral domain using short-time fast Fourier transform (FFT) followed by
transformation to power-spectra and smoothed by 20-40 mel filter-bank filters,
in order to perform an auditory-based warping of the frequency axis to account
for the frequency sensitivity of human hearing system. Those smoothed power-
spectra are further logarithmically compressed and are referred to as mel-filter
bank (FBANK) features, and are sometimes used in this thesis directly to train
ANN acoustic models. FBANK features are further processed for diagonal GMMs
with a decorrelating DCT transform, resulting in mel-frequency cepstral coeffi-
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cients features (MFCC) [Mermelstein, 1976]. Another popular acoustic feature
extractor, perceptual linear coefficients (PLP) [Hermansky, 1990], relies on using
bark scale to compute the filter-bank filters (instead of mel scale) followed by
a linear predictive analysis, from which one then derives a cepstral representa-
tion. It is a common practice to augments static features (described above) with
dynamic features spanning longer time windows using either difference method
∆ort = ort+1 − ort−1 or linear regression:

∆ort =
∑∆
δ=1 δ(ort+δ − ort−δ)

2∑∆
δ=1 δ

2 (3.25)

One can derive dynamic features of an arbitrary order, however in this thesis we
only use the first and second–order time derivatives, which are often referred to
as delta and acceleration coefficients, respectively. The target acoustic vector at
a time t – ot – is build by concatenating static coefficients with time-derivatives:

ot =


ort

∆ort
∆2ort

 (3.26)

3.5.1 ANNs as feature extractors

ANNs are often used in ASR as an explicit extractor of discriminative features
on top of which other classifiers, not necessarily ANN, are built. Such a combina-
tion of ANN with GMM-HMM systems is known as the tandem approach [Her-
mansky et al., 2000]. The original formulation used posteriogram features, i.e.
the posterior distribution across mono-phones estimated by ANN and appro-
priately post-processed (decorrelated, dimensionality-reduced, made more Gaus-
sian) to better fit GMM-HMM models. There have been many improvements
proposed since, including bottleneck features [Grezl et al., 2007] extracted from a
low-dimensional hidden layer and various knowledge-motivated ANN ensembles,
see [Morgan, 2012] for review. Those features can be used in a standalone manner
or to augment the standard acoustic features. The potential advantage behind
tandem systems is that it allows the use of much of the machinery originally
developed for classical GMM-HMM systems, including adaptation, sequence dis-
criminative training and noise compensation. A tandem system architecture, in
which ANN-based features are concatenated with standard acoustic features, is
illustrated in Figure 3.4.
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Figure 3.4: Architecture of contemporary tandem acoustic models

3.6 Decoding

Once acoustic and language models have been estimated, one can proceed and
perform recognition, as in equation (3.3). This involves obtaining and combining
their respective scores. Because the acoustic model severely over-estimates the
confidence of a sequence of acoustic events, one must scale up the contributions
of the language model (or down-scale the acoustic model). This is done by a
hyper-parameter κ. λ is a word insertion penalty. Both are optimised on de-
velopment data. In experiments reported in this thesis, κ ∈ [10, 15] and λ = 0.
The recognition process is summarised in equations (3.27)-(3.29), where (3.29)
represents the Viterbi approximation by taking into account only the most likely
state sequence.

w∗ = arg max
w

logP (w|O) (3.27)

= arg max
w
{log p(O|w;M) + κ logP (w) + λ} (3.28)

≈ arg max
w

{
log

(
max

Q
p(O,Q|w;M)

)
+ κ logP (w) + λ

}
(3.29)
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3.7 Evaluation

Once the system has been trained, it is important to say how well it performs
under certain testing conditions, often in relation to other systems. To do so, one
usually expresses the performance of the ASR system in terms of an accuracy
metric which allows a direct comparison between systems.

The most common measure to score ASR systems relies on calculating word
error rates (WER) expressed as the percentage ratio of the number of incor-
rectly recognised words with respect to the reference word-level transcript. One
usually distinguishes between three types of errors referred to as substitutions
(S), deletions (D) and insertions (I). As such, given the total number of words
to be recognised in the reference transcript is N, the WER is expressed as in
equation (3.30):

WER = S + I + D
N × 100% (3.30)

WER is a convenient metric allowing to compare qualities of different ASR sys-
tems on some fixed held-out test data.

3.8 Summary

We have reviewed HMM based acoustic models with a particular interest in the
integration of ANNs into the framework. This can be done at two levels, where the
ANN is used to either extract some form of discriminative features from acoustic
observations which usually leads to systems we refer to as tandem systems, where
a GMM acoustic model is trained on top. The other approaches handle HMM
state emission probabilities directly, this leads to systems such as KL-HMM and
hybrid. The remainder of this thesis is primarily concerned with hybrid ASR
systems.



Chapter 4

Corpora and Baseline Systems

This chapter collates descriptions, systems details and baseline numbers for the
corpora used through this thesis.

4.1 Introduction

Our investigations in this dissertation are focused on three avenues related to
acoustic modelling: adaptation; learning from multiple acoustic channels; and
estimation of acoustic models from low-resource data. Each part places different
constraints with respect to the available data resources and the working conditions
of the resulting systems. This also determines the use of particular corpora for
certain types of experiments. Where possible we try to make our findings stronger
by evaluating how well our systems generalise to different benchmark corpora.

In this chapter we outline the corpora and baseline experimental systems
used through this work. The TED Lectures corpus, used in all adaptation ex-
periments, is described in section 4.2. Distant speech recognition experiments
make use of AMI and ICSI meetings data described in sections 4.3.1 and 4.3.2,
respectively. Switchboard conversational telephone speech data is outlined in sec-
tion 4.4. We also performed some experiments on factorisation of environmental
acoustic conditions using Aurora-4, outlined in section 4.5. The low-resource ex-
periments make use of the GlobalPhone multilingual corpus which is described
in section 4.6. We add a note on the statistical significance of the experimental
results in section 4.7.

39
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Table 4.1: TED Lecture statistics and baseline %WER. Notice GMM-HMM models
are adapted to speakers while ANN-HMM are not. Reported p-values from significance
tests were performed for GMM-HMM vs. ANN-HMM pairs and 4gm-751MW LM.

Time Num. of GMM-HMM %WER ANN-HMM %WER
Set (hours) Speakers 3gm-p07 4gm-751MW 3gm-p07 4gm-751MW pv

Training 143 788 - - - -
dev2010 1.5 8 20.0 17.0 18.3 15.4 <0.001
tst2010 2.5 11 19.0 16.3 18.0 15.0 <0.001
tst2011 1.1 8 15.1 13.1 14.6 12.1 <0.001
tst2013 3.9 28 30.7 26.3 25.9 22.1 <0.001

4.2 TED Lectures

The TED lectures corpus comprises of publicly available TED talks1 [Cettolo
et al., 2012]. Each talk is in most cases dominated by a single speaker and is
between 5 and 15 minutes long. In this work the data was prepared following the
ASR evaluation protocol of International Workshop on Spoken Language Trans-
lation (IWSLT)2, in particular, we work with the testing conditions defined for
IWSLT2012 [Federico et al., 2012] and IWSLT2013 [Cettolo et al., 2013] evalua-
tion campaigns. The training data, unless explicitly stated otherwise, consists of
speech from 813 talks recorded before the end of 2010. An initial pre-processing
involved lightly supervised alignment of acoustic data with available on-line tran-
scripts [Stan et al., 2012]. This resulted in about 143 hours of in-domain train-
ing material. We present results on four predefined IWSLT test sets: dev2010,
tst2010, tst2011 and tst2013. The last one, tst2013, was provided without
manual segmentations and automatic segmentations were obtained following [Sin-
clair et al., 2014]. Corpus statistics and baseline WERs are reported in Table 4.1.
Notice, in this chapter we mostly report results for the baseline unadapted ANN-
HMM systems, and their adapted variants are reported later in Chapters 5 and 6.

4.2.0.1 Acoustic models

Acoustic models were trained on perceptual linear prediction (PLP) [Hermansky,
1990] acoustic features with first– and second–order time derivatives (39 coeffi-

1www.ted.com
2www.iwslt.org

www.ted.com
www.iwslt.org
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Table 4.2: Language model perplexities on development set

Language model PPL

3gm-2.4MW (TED) 183.2
3gm-312MW/ 3gm-751MW (TED+OOD) 125.1 / 124.9
4gm-2.4MW (TED) 179.9
4gm-312MW/ 4gm-751MW (TED+OOD) 114.9 / 113.4

cients in total), which were globally normalised to have zero mean and unit vari-
ance. GMM-HMMmodels were trained in a speaker adaptive manner (SAT) using
constrained maximum likelihood linear regression (CMLLR) transforms [Gales,
1998]. The parameters of this intermediate SAT-GMM-HMM system were fur-
ther refined in sequence discriminative fashion using boosted maximum mutual
information (BMMI) criterion [Povey et al., 2008]. From now on, we shall refer
to this final system utilising 12,000 tied-states and 192,000 Gaussian components
as GMM-HMM.

The ANN models had 6 hidden layers with 2048 units in each layer. The input
context window was comprised of 9 consecutive PLP acoustic vectors. The ANN
was used in a hybrid setup to estimate the distribution over tied-states obtained
from GMM-HMM system, which was also used to produce targets for ANN train-
ing. ANNs were randomly initialised and pre-training was not performed. ANN
parameters are optimised with stochastic gradient descent in 256 element mini-
batches to minimise the negative log-posterior probability of predicting a correct
tied-state at each time-frame. Unless stated otherwise, most of the ANN models
in this work were trained with the newbob performance scheduler [Renals et al.,
1992, Senior et al., 2013]. That is, the model is learnt at a fixed rate (0.08 in this
work) as long as the frame accuracy between two successive epochs on a develop-
ment set keeps improving (here by at least 0.25%). Otherwise the learning rate
is halved each epoch and learning stops if improvement falls below 0.1%.

4.2.1 Language models

We use two types of language models (LM) for TED through this thesis, each
LM utilises out-of-domain (OOD) texts giving in total 312 or 751 million training
words (MW). The perplexities of those LMs on dev2010 are outlined in Table 4.2.
We use a pruned version of the 3gm-312MW LM to obtain initial recognition hy-
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potheses (denoted by 3gm-312MW.p07, where a pruning threshold is set to 10−7).
Lattices are then re-scored using an unpruned 3 or 4-gram LM. The vocabulary
was limited to 64,000 words.

4.3 AMI and ICSI meetings corpora

We describe those corpora together as the underlying ASR systems share many
common characteristics, and ICSI is used as an auxiliary dataset for complemen-
tary experiments, where necessary.

4.3.1 AMI

The AMI3 (Augmented Multiparty Interaction) corpus [Carletta, 2007, Renals
et al., 2007] contains around 100 hours of meetings recorded in specifically equipped
instrumented meeting rooms at three sites in Europe (Edinburgh, IDIAP, TNO).
There are two types of meetings—scenario based, where four speakers act out
certain predetermined roles of a design team (project manager, designer, etc.),
as well as non-scenario-based which are natural spontaneous meetings on a range
of topics. The scenario-based meetings make up about 70% of the corpus. Each
meeting usually has four participants and the meetings are in English, albeit with
a large proportion of non-native speakers. The acoustic signal was captured by
multiple microphones including individual head microphones (IHM), lapel micro-
phones, and one or more microphone arrays. Each recording site use a primary
8-microphone uniform circular array of 10 cm radius, as well as a secondary ar-
ray whose geometry varied between sites. In this work we use the primary array
and refer to it as the multiple distant microphones (MDM) variant. Experiments
with a single distant microphone (SDM) make use of the first microphone of the
primary array.

Most previous ASR research using the AMI corpus [Hain et al., 2012, Grezl
et al., 2007] has been in the context of the NIST Rich Transcription (RT) eval-
uations, where the AMI data was used together with other meeting corpora. In
order to perform more controlled experiments with identical microphone array
configurations, we have defined a 3-way partition of the AMI corpus into train,
development, and test sets. This partition makes about 78 hours of speech avail-

3http://corpus.amiproject.org

http://corpus.amiproject.org
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able for training, and holds out about 9 hours each for development and test sets.
All the three sets contain a mix of scenario- and non-scenario-based meetings,
and are designed such that no speaker appears in more than one set. The def-
initions of these sets have also been made available on the AMI corpus website
and are used in the associated Kaldi recipe4. We use the segmentation provided
with the AMI corpus annotations (version 1.6.1). In this work, we consider all
segments (including those with overlapping speech), and the speech recognition
outputs are scored by the asclite tool [Fiscus et al., 2006] following the NIST
RT5 recommendations for scoring simultaneous speech.

4.3.2 ICSI

The ICSI6 meeting corpus [Janin et al., 2003] comprises around 72 hours of speech
recorded between 2000 and 2002 at the International Computer Science Institute
during weekly speech research group meetings. The general setup is similar to that
of AMI and comes with speech acoustics captured in close-talk and distance using
both low and high quality microphones. Contrary to the circular microphone
arrays used in AMI, distant speech in ICSI was captured using four independent
microphones, placed to roughly approximate a linear tabletop array.

The original ICSI data does not provide pre-defined training and testing par-
titions. Instead, it was mainly used as a training resource for RT evaluations
where some held-out parts were transcribed and used in connection with other
meeting data to form test sets of RT evaluation campaigns. Those partitions,
however, are not readily available and in this work we take 5 complete meetings
out of training data for development and testing purposes, we will refer to them
as icsidev and icsieval hereafter7. For simplicity of exposition, unless stated
otherwise, we report results using all segments, including those with overlapping
speakers and follow the same scoring procedure as in AMI (see Section 4.3.1).

4.3.3 Acoustic models

For the IHM configuration (AMI only), 7 frames (3 on each side of the current
frame) of 13-dimensional MFCCs (C0-C12) are spliced together and projected

4https://github.com/kaldi-asr/kaldi/tree/master/egs/ami/
5http://nist.gov/speech/tests/rt/2009
6http://catalog.ldc.upenn.edu/LDC2004S02
7Meeting IDs: dev {Bmr021 and Bns001}, eval {Bmr013, Bmr018 and Bro021}

https://github.com/kaldi-asr/kaldi/tree/master/egs/ami/
http://nist.gov/speech/tests/rt/2009
http://catalog.ldc.upenn.edu/LDC2004S02
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Table 4.3: Word error rates (%) for the GMM and DNN acoustic models for various
microphone configurations.

System Microphone configurations
IHM MDM8 MDM4 MDM2 SDM

Development set (amidev)
GMM BMMI on LDA/STC 30.2 (SAT) 54.8 56.5 58.0 62.3
ANN on LDA/STC 26.8 (SAT) 49.5 50.3 51.6 54.0
Evaluation set (amieval)
GMM BMMI on LDA/STC 31.7 (SAT) 59.4 61.2 62.9 67.2
ANN on LDA/STC 28.1 (SAT) 52.4 52.6 52.8 59.0

down to 40 dimensions using linear discriminant analysis (LDA) [Haeb-Umbach
and Ney, 1992] and decorrelated using a single semi-tied covariance (STC) trans-
form [Gales, 1999], sometimes also termed a maximum likelihood linear transform
(MLLT). These features are referred to as LDA/STC. Both the GMM-HMM
and ANN-HMM acoustic models are speaker adaptively trained (SAT) on these
LDA/STC features using a single CMLLR transform estimated per speaker. The
GMM-HMM systems provide the state alignments for training the ANNs. Ad-
ditionally, in some experiments the ANNs are trained on 40-dimensional log mel
filterbank (FBANK) features appended with delta and acceleration coefficients.
The state alignments used for training the ANNs on FBANK features are the
same as those used for the LDA/STC features.

For the MDM (AMI and ICSI) experiments, we use delay-sum beamforming
on either 2, 4, or 8 uniformly-spaced array channels (AMI) or 4 tabletop mi-
crophones (ICSI) using the BeamformIt toolkit [Anguera et al., 2007]. In both
the SDM and MDM case, the audio is then processed in a similar fashion to
the IHM configuration. The major difference between the IHM and SDM/MDM
configurations is that when audio is captured with distant microphones, it is not
realistically possible to ascribe a speech segment to a particular speaker without
using speaker diarisation. As such, the SDM/MDM experiments, if not stated
otherwise, do not use any form of speaker adaptation or adaptive training.

The GMM-HMM systems are trained on the speaker adapted LDA/STC fea-
tures for the IHM case, or on the unadapted features for the SDM/MDM case,
using the BMMI criterion. The number of tied-states is roughly 4000 in all con-
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figurations, and each of the GMM-HMM systems has a total of 80,000 Gaussians.
These are then used to provide the state alignments for training the corresponding
ANNs using either the LDA/STC features or the FBANK features. The baseline
results are summarised in Table 4.3.

4.3.4 Lexicon and language model

The experiments reported in this thesis used the 50,000 word AMI pronuncia-
tion dictionary as in Hain et al. [2012]8. An in-domain trigram language model
(LM) is estimated from the 801K words of the training AMI transcripts, which
is then interpolated with an other trigram LM estimated from 22M words of the
Fisher English transcripts. The LMs are estimated using interpolated Kneser-
Ney smoothing. The in-domain AMI LM has an interpolation weight of 0.78, the
Fisher LM gets a weight of 0.22. The final interpolated LM achieves a perplexity
of 80 on the development set. This AMI LM forms our background LM for ICSI
meeting, and is additionally interpolated with ICSI in-domain LM.

4.4 Switchboard

Switchboard corpus of conversational telephone speech9 [Godfrey et al., 1992]
is a popular benchmark for ASR purposes. We start with the Kaldi GMM
recipe10 [Vesely et al., 2013a, Povey et al., 2011b], using Switchboard–1 Release
2 (LDC97S62). Our baseline unadapted acoustic models were trained on either
MFCC and/or LDA/STC features. The results are reported on the full Hub5
âĂŹ00 set (LDC2002S09) which we will refer to as eval2000. The eval2000

contains two types of data, Switchboard (SWBD) – which is better matched to
the training data – and CallHome English (CHE). Our baseline results, reported
in Table 4.4, use 3-gram LMs estimated from Switchboard and Fisher data. The
dictionary for this task has 30 000 words.

8The dictionary from Hain et al. [2012] initially used in the experiments was a proprietary
component and the Kaldi recipe is based on an open-source CMU dictionary. This change has
only a negligible impact on final accuracies

9ldc.upenn.edu
10To stay compatible with our published adaptation work on Switchboard [Swietojanski and

Renals, 2016, Swietojanski et al., 2016] we are using the older set of Kaldi recipe scripts called
s5b, and our baseline results are comparable with the corresponding baseline numbers previ-
ously reported. A newer set of improved scripts exists under s5c which, in comparison to s5b,
offer about 1.5% absolute lower WER.

ldc.upenn.edu
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Table 4.4: %WER on Switchboard Hub00

System eval2000

Model Features SWB CHE TOTAL

GMM-HMM LDA/STC+fMLLR 18.6 36.4 28.8
ANN-HMM MFCC 15.8 28.4 22.1
ANN-HMM LDA/STC 15.2 28.2 21.7

Table 4.5: % WER on Aurora 4. Clean and Multi-condition ANN models.

Model A B C D AVG

ANN-HMM (clean) 4.8 26.2 21.2 43.5 31.7
ANN-HMM (multi-condition) 5.1 9.3 9.3 20.8 13.9

4.5 Aurora4

The Aurora 4 task is a small scale, medium vocabulary noise and channel ASR
robustness task based on the Wall Street Journal corpus [Parihar et al., 2004].
We train our ASR models using the multi-condition training set. One half of the
training utterances were recorded using a primary Sennheiser microphone, and
the other half was collected using one of 18 other secondary microphones. The
multi-condition set contains noisy utterances corrupted with one of six different
noise types (airport, babble, car, restaurant, street traffic and train station) at 10-
20 dB SNR. The standard Aurora 4 test set (eval92) consists of 330 utterances,
which are used in 14 test conditions (4620 utterances in total). The same six
noise types used during training are used to create noisy test utterances with
SNRs ranging from 5-15dB SNR, resulting in a total of 14 test sets. These test
sets are commonly grouped into 4 subsets – clean (group A, 1 test case), noisy
(group B, 6 test cases), clean with channel distortion (group C, 1 test case)
and noisy with channel distortion (group D, 6 test cases). We decode with the
standard task’s 5k bigram LM. The baseline results for clean and multi-condition
training, following systems of Seltzer et al. [2013], are reported in Table 4.5.
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Table 4.6: Hybrid system WER results on German eval set (geeval)

System description Amount of training data
15hr 5hr 1hr

fBMMI+BMMI using LDA/STC 24.13 27.08 33.11
Tandem ML using LDA/STC 24.53 27.56 34.08
ANN-HMM 21.52 25.03 33.54

4.6 GlobalPhone multi-lingual corpus

The GlobalPhone corpus [Schultz, 2002] consists of recordings of speakers read-
ing newspapers in their native language. There are 19 languages from a variety
of geographic locations: Asia (Chinese, Japanese, Korean), Middle East (Ara-
bic, Turkish), Africa (Hausa), Europe (French, German, Polish), and the Ameri-
cas (Costa Rican Spanish, Brazilian Portuguese). There are about 100 speakers
per language and about 20 hours of audio material. Recordings are made un-
der relatively quiet conditions using close-talking microphones; however acoustic
conditions may vary within a language and between languages.

Our setup is similar to that reported in Lu et al. [2014]. For unsupervised
experiments we use German as our in-domain language and we simulated different
degrees of available acoustic resources by selecting random 1 and 5 hour subsets
of the total 15 hours of labeled training speech data.

We build standard maximum-likelihood (ML) trained GMM-HMM systems,
using 39-dimensional MFCC features with delta and acceleration coefficients, on
the full 15-hour training set for GlobalPhone German, as well as the 5-hour and
1-hour subsets. The number of context-dependent triphone states for the three
systems are 2564, 1322 and 551, respectively, with an average of 16, 8 and 4
Gaussians, respectively, per state.

Our tandem systems use phone ANN posteriors obtained using a context win-
dow of 9 consecutive frames. We compare them with a baseline system where 9
frames (4 on each side of the current frame) of 13-dimensional MFCCs are spliced
together and projected down to 40 dimensions using LDA and decorrelated with
a single STC transform. We compare the hybrid setup to a GMM-HMM system
that uses both model and feature-space discriminative training using boosted
maximum mutual information estimation, referred to as fBMMI+BMMI in Ta-
ble 4.6. The table also contains baseline tandem and ANN-HMM results.
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Table 4.7: Statistics of the subset of GlobalPhone languages used in this work: the
amounts of speech data for training, development, and evaluation sets are in hours.

Language #Phones #Spkrs Train Dev Eval

German (DE) 41 77 14.9 2.0 1.5
Portuguese (PT) 45 101 22.8 1.6 1.8
Spanish (SP) 40 100 17.6 2.0 1.7
Swedish (SW) 52 98 17.4 2.0 -

4.7 Notes on statistical significance tests

If a test-set is small (say, less than an hour of speech) or if the WER difference be-
tween two systems is small, one may want to perform statistical significance tests
in order to asses the likelihood of the hypothesis that the WERs are significantly
different. In this work we will use the two-tailed Matched Pairs Sentence Seg-
ment Word Error (MAPSSWE) test [Gillick and Cox, 1989, Pallet et al., 1990],
as implemented in the NIST Scoring Toolkit11. When we write in text “system A
is better than system B”, and do not explicitly state its significance level, 99.9%
confidence level (pv<0.001) is assumed. This follows recent recommendations for
statistical testing [Johnson, 2013].

MAPSSWE testing requires pairwise comparisons between the systems of in-
terest. It may, however, be of interest to be able to approximate this significance
level by looking at the size of the particular test-set and the reference level of base-
line errors [Povey, 2003]. We approximate the required WER change with respect
to the assumed baseline level with the approach suggested by Bell [2010] (which
is based on Povey [2003]), that is, under the assumption that the errors are inde-
pendent one can model them with binomial distribution which for N sufficiently
large can be approximated with normal distribution N (Np,Np(1−p)). The pro-
portion of interest of total errors has thus the mean p and variance 1

N
p(1 − p),

where p is the probability of an error and N is a number of tokens in the test
set. As such, the standard deviation of the error is thus

√
1
N
p(1− p). To get

statistically significant bounds at the desired level one need to make sure the ab-
solute change in error rates between two systems exceeds this standard deviation
by 2, 2.6 or 3.3 for pv<0.05, pv<0.01 and pv<0.001 confidence levels, respectively.

11http://www.nist.gov/itl/iad/mig/tools.cfm

http://www.nist.gov/itl/iad/mig/tools.cfm
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Table 4.8: Approximations to significance levels for various test sets

Ref. Baseline Abs. %WER change (100α
√

p(1−p)
N )

#Tokens Ref. %WER 95% 99% 99.9%
Test set (N) (100p/N) α = 2 α = 2.6 α = 3.3

dev2010 17511 15.5 0.55 0.71 0.90
tst2010 26994 15.0 0.43 0.56 0.72
tst2011 13699 12.0 0.55 0.73 0.92
tst2013 41720 22.0 0.41 0.52 0.67
eval2000 42637 16.0 0.36 0.46 0.59
geeval 11959 21.5 0.75 0.98 1.24
aurora_eval92 75474 14.0 0.25 0.33 0.42
icsieval (SDM) 36267 47.0 0.52 0.68 0.86
amidev (IHM/SDM) 108051 27.0 / 53.0 0.27 / 0.30 0.41 / 0.35 0.45 / 0.50
amieval (IHM/SDM) 102309 29.0 / 58.0 0.28 / 0.31 0.43 / 0.37 0.47 / 0.51

Those statistics for three significance levels are reported in Table 4.8.
It is worth mentioning that the approximations of both Povey [2003] and Bell

[2010] are rather conservative and tend to under-estimate significance levels when
compared to the MAPSSWE approach. We share this experience, for example,
MAPSSWE statistical significance test performed on a control experiment using
the TED tst2010 set showed 0.1% absolute WER difference between two systems
to be significant at pv<0.006 level, while 0.2% WER difference is already signif-
icant at pv<0.001. Contrast this with the required WER changes for tst2010

in Table 4.8 where one would require 0.56% and 0.72% absolute WER change,
respectively.

It is well known by ANN practitioners that the variance in the obtained re-
sults between different training sessions (initial seeds) may be significant. At the
same time, it is computationally hard to derive error bars or uncertainty regions
for ANN predictions for large-scale experiments. Recently this aspect has been
more systematically studied for ASR by van den Berg et al. [2016] showing that
standard deviations in WERs obtained with models estimated from reasonably
large speech corpora (from 50 to 400 hours or so) can be substantial, reaching
0.27 – this is more than many improvements reported in the literature. Where
possible, we try to repeat experiments to approximate the trust regions of our
techniques.
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Chapter 5

Learning Hidden Unit Contributions

The work in this chapter is an extended version of [Swietojanski, Li, and Renals,
2016] published in IEEE/ACM Transactions on Audio, Speech and Language Pro-
cessing. Some further material is based on [Swietojanski and Renals, 2014] and
[Swietojanski and Renals, 2016], published at IEEE Spoken Language Technology
Workshop (SLT) and IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), respectively.

5.1 Introduction

Acoustic model adaptation [Woodland, 2001] aims to normalise the mismatch
between training and runtime data distributions that arises owing to the acoustic
variability across speakers, as well as other distortions introduced by the channel
or acoustic environment. Initially adaptation techniques were primarily developed
for GMM-HMM based ASR systems, although, it has been shown experimentally
in many studies to date that adaptation of ANN acoustic models can also bring
significant improvements in accuracy [Neto et al., 1995, Abrash et al., 1995, Li
and Sim, 2010, Trmal et al., 2010, Yao et al., 2012, Yu et al., 2013b, Liao, 2013,
Sainath et al., 2013c, Swietojanski et al., 2013a, Abdel-Hamid and Jiang, 2013]
(see Sec. 5.2 for a more detailed overview).

Yu et al. [2013a] experimentally demonstrated that the invariance of ANN
internal representations with respect to variabilities in the input space increases
with depth (the number of layers) and that the ANN can interpolate well around
training samples but fails to extrapolate if the data mismatch increases. Therefore
one often explicitly compensates for unseen variabilities in the acoustic space.

51
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This chapter is concerned with unsupervised model-based adaptation of ANN
acoustic models to speakers and to acoustic environments, using a method termed
Learning Hidden Unit Contributions (LHUC). We present the LHUC approach both
in the context of test-only adaptation (Sec. 5.3), and extended to speaker-adaptive
training (SAT) – SAT-LHUC (Sec. 5.4). We present an extensive experimental
analysis using four standard corpora: TED talks, AMI, Switchboard and Aurora4.
These experiments include and are organised as follows: adaptation of both cross-
entropy and sequence trained ANN acoustic models (Sec. 5.5.1–5.5.3); an analysis
in terms of the quality of adaptation targets, quality of adaptation data and
the amount of adaptation data (Sec. 5.5.4); complementarity with feature-space
adaptation techniques based on maximum likelihood linear regression (Sec. 5.5.5);
and application to combined speaker and environment adaptation (Sec. 5.6).

5.2 Review of Neural Network Acoustic Adaptation

Approaches to the adaptation of neural network acoustic models can be consid-
ered as operating either in the feature space, or in the model space, or as a hybrid
approach in which speaker-, utterance-, or environment-dependent auxiliary fea-
tures are appended to the standard acoustic features. Those levels are visualised
in Figure 5.1 and described below.

The dominant technique for estimating feature space transforms is constrained
(feature-space) MLLR, referred to as fMLLR [Gales, 1998]. fMLLR is an adapta-
tion method developed for GMM-based acoustic models, in which an affine trans-
form of the input acoustic features is estimated by maximising the log-likelihood
that the model generates the adaptation data based on first pass alignments. To
use fMLLR with a ANN-based system, it is first necessary to train a complete
GMM-based system, which is then used to estimate a single input transform per
speaker. The transformed feature vectors are then used to train a ANN in a
speaker adaptive manner and another set of transforms is estimated (using the
GMM) during evaluation for unseen speakers. This technique has been shown to
be effective in reducing WER across several different data sets, in both hybrid and
tandem approaches [Mohamed et al., 2011, Seide et al., 2011, Hain et al., 2012,
Hinton et al., 2012, Sainath et al., 2012, 2013c, Bell et al., 2013, Swietojanski
et al., 2013a]. Similar techniques have also been developed to operate directly on
neural networks. The linear input network (LIN) [Neto et al., 1995, Abrash et al.,
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Figure 5.1: Illustration of adaptation levels of an ANN-HMM acoustic model.

1995] defines an additional speaker-dependent layer between the input features
and the first hidden layer, and thus has a similar effect to fMLLR. This technique
has been further developed to include the use of a tied variant of LIN in which
each of the input frames is constrained to have the same linear transform [Li
and Sim, 2010, Seide et al., 2011]. LIN and tied-LIN have been mostly used in
test-only adaptation schemes; to make use of fMLLR transforms one needs to
perform SAT training, which can usually better compensate against variability
in acoustic space.

An alternative speaker-adaptive training approach – auxiliary features – aug-
ments the acoustic feature vectors with additional speaker-specific features com-
puted for each speaker at both training and test stages. There has been con-
siderable recent work exploring the use of i-vectors [Dehak et al., 2010] for this
purpose. I-vectors, which can be regarded as basis vectors which span a sub-
space of speaker variability, were first used for adaptation in a GMM framework
by Karafiat et al. [2011]. Saon et al. [2013] and Senior and Lopez-Moreno [2014]
proposed to use i-vectors to augment the input features of ANN-based acous-
tic model and showed that appending (properly) normalised i-vectors for each
speaker results in consistent accuracy gains. For example, Saon et al. [2013] re-



Chapter 5. Learning Hidden Unit Contributions 54

ports a 10% relative reduction in WER on Switchboard (and a 6% reduction on
top, when the input features had been additionally transformed using fMLLR).
Similar findings have been also found in [Gupta et al., 2014], while Karanasou
et al. [2014] presented an approach in which the i-vectors were factorised into
speaker and environment parts. Miao et al. [2015] proposed to transform i-vectors
using an auxiliary ANN which produced speaker-specific transforms of the original
feature vectors, similar to fMLLR. Other examples of auxiliary features include
the use of speaker-specific bottleneck features obtained from a speaker separation
ANN used in a distant speech recognition task [Liu et al., 2014], the use of out-of-
domain tandem features [Bell et al., 2013], GMM-derived features [Tomashenko
and Khokhlov, 2015] and speaker codes [Bridle and Cox, 1990, Abdel-Hamid and
Jiang, 2013, Xue et al., 2014b] in which a specific set of units for each speaker
is optimised. Speaker codes require speaker adaptive (re-)training, owing to the
additional connection weights between codes and hidden units.

Model-based adaptation relies on a direct update of ANN parameters. Liao
[2013] investigated supervised and unsupervised adaptation of different weight
subsets using a few minutes of adaptation data. On a large net (60M weights),
up to 5% relative improvement was observed for unsupervised adaptation when
all weights were adapted. Yu et al. [2013b] have explored the use of regularisation
for adapting the weights of a ANN, using the Kullback-Liebler (KL) divergence
between the speaker-independent (SI) and speaker-dependent (SD) output distri-
butions, resulting in a 3% relative improvement on Switchboard. This approach
was also recently used to adapt all parameters of sequence-trained models [Huang
and Gong, 2015]. One can also reduce the number of speaker-specific parameters
through a different forms of factorisation. Examples include the use of singular
value decomposition [Xue et al., 2014a] or built-in low-dimensional speaker trans-
forms [Samarakoon and Sim, 2015]. Ochiai et al. [2014] have also explored regu-
larised speaker adaptive training with a speaker-dependent (bottleneck) layer.

Directly adapting the weights of a large ANN results in extremely large
speaker-dependent parameter sets, and a computationally intensive adaptation
process. Smaller subsets of the ANN weights may be modified, including output
layer biases [Yao et al., 2012], the bias and slope of hidden units [Zhao et al.,
2015] or training the models with differentiable pooling operators, as we propose
in Chapter 6, which are then adapted in SD fashion. Siniscalchi et al. [2013]
also investigated the use of Hermite polynomial activation functions, whose pa-
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rameters are estimated in a speaker adaptive fashion. One can also adapt the
top layer in a Bayesian fashion resulting in a maximum a posteriori (MAP) ap-
proach [Huang et al., 2015b], or address the sparsity of context-dependent tied-
states when few adaptation data-points are available by using multi-task adapta-
tion, using monophones to adapt the context-dependent output layer, addressed
in Chapter 7 [Swietojanski et al., 2015], [Huang et al., 2015a]. A similar approach,
but using a hierarchical output layer (tied-states followed by monophones) rather
than multi-task adaptation, has also been proposed [Price et al., 2014].

5.3 Learning Hidden Unit Contributions (LHUC)

A neural network may be viewed as a set of adaptive basis functions. Under
certain assumptions on the family of target functions g∗ (as well as on the model
structure itself) the neural network can act as a universal approximator [Hornik
et al., 1989, Hornik, 1991, Barron, 1993]. That is, given some vector of input
random variables x ∈ Rd there exists a neural network gn(x) : Rd → R of the
form

gn(x) =
n∑
k=1

rkφ(w>k x + bk) (5.1)

which can approximate g∗ with an arbitrarily small error ε with respect to a
distance measure such as mean square error (provided n is sufficiently large):

||g∗(x)− gn(x)||2 ≤ ε. (5.2)

In (5.1), φ : R → R is an element-wise non-linear operation applied after an
affine transformation which forms an adaptive basis function parametrised by a
set of biases bk ∈ R and weight vectors wk ∈ Rdx . The target approximation
may then be constructed as a linear combination of the basis functions, each
weighted by rk ∈ R. The formulation can be extended tom-dimensional mappings
gmn (x) : Rd → Rm simply by splicing the models in (5.1) m times. The properties
also hold true when considering deeper (nested) models [Hornik et al., 1989]
(Corollaries 2.6 and 2.7).

ANN training results in the hidden units learning a joint representation of the
target function and becoming specialised and complementary to each other. Gen-
eralisation corresponds to the learned combination of basis functions continuing
to approximate the target function when applied to unseen test data. This inter-
pretation motivates the idea of using LHUC – Learning Hidden Unit Contributions
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– for test-set adaptation. In LHUC the network’s basis functions, previously esti-
mated using a large amount of training data, are kept fixed. Adaptation involves
modifying the combination of hidden units in order to minimise the adaptation
loss based on the adaptation data. Fig. 5.2 illustrates this approach for a re-
gression problem, where the adaptation is performed by linear re-combination of
basis functions changing only the r parameters from eq. (5.1).

The key idea of LHUC is to explicitly parametrise the amplitudes of each hidden
unit (either in fully-connected or convolutional layers after max-pooling), using
a speaker-dependent amplitude function. Let hl,sj denote the j-th hidden unit
activation (basis) in layer l, and let rl,sj ∈ R denote the s-th speaker-dependent
amplitude parameter:

hl,sj = ξ(rl,sj ) ◦ φj
(
wl>
j x + blj

)
. (5.3)

The amplitude is re-parameterised using a function ξ : R → R+ – typically a
sigmoid with range (0, 2)1 [Swietojanski and Renals, 2014], but an identity func-
tion could be used [Zhang and Woodland, 2015]. wl

j is the jth column of the
corresponding weight matrix Wl, blj denotes the bias, φ is the hidden unit ac-
tivation function (unless stated otherwise, this is assumed to be sigmoid), and
◦ denotes a Hadamard product2. ξ constrains the range of the hidden unit am-
plitude scaling (compare with Fig. 5.2) hence directly affecting the adaptation
transform capacity – this may be desirable when adapting with potentially noisy
unsupervised targets (see Sec. 6.5.1). LHUC adaptation progresses by setting the
speaker-specific amplitude parameters rl,sj using gradient descent with targets
provided by the adaptation data.

The idea of directly learning hidden unit amplitudes was proposed in the
context of an adaptive learning rate schedule by Trentin [2001], and was later
applied to supervised speaker adaptation by Abdel-Hamid and Jiang [2013]. The
approach was extended to unsupervised adaptation, non-sigmoid non-linearities,
and large vocabulary speech recognition by Swietojanski and Renals [2014]. Other
adaptive transfer function methods for speaker adaptation have also been pro-
posed [Siniscalchi et al., 2013, Zhao et al., 2015], as have “basis” techniques [Wu

1This choice was initially motivated to have a constrained adaptation transform which is easy
to plug into speaker independent model. The rationale is we want an initial gain of 1 for each
hidden unit (corresponding to speaker-independent model) and then learning the importance
of each hidden unit on adaptation data, but in limited manner. More analyses to follow.

2Although the equations are given in scalar form, we have used Hadamard product notation
to emphasise the operation that would be performed once expanded to full-rank matrices.
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Figure 5.2: Example illustration of how LHUC performs adaptation (best viewed in
color). Top: A “bump” model (5.1) with two hidden units can approximate “bump”
functions. Middle: To learn function f2 given training data f1 (middle), we splice two
“bump” functions together (4 hidden units, one input/output) to learn an approxi-
mation of function f1. Bottom: LHUC adaptation of the model optimised to f1 and
adapted to f2 using LHUC scaling parameters. Best viewed in color.
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and Gales, 2015, Tan et al., 2015, Delcroix et al., 2015]. However, the basis in
the latter works involved re-tuning parallel expert models on pre-defined clusters
(gender, speaker, environment) in a supervised manner (somehow in the spirit
of mixtures of experts by Jacobs et al. [1991]); the adaptation then relied on
learning linear combination coefficients for those sub-models on adaptation data.
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Figure 5.3: Top: A 4-hidden-unit model trained to perform regression on data drawn
from two distributions f1(a) and f1(b) and the learned SI approximation optimal in
the mean square error sense (blue). Middle: LHUC adapted representation to data f2
starting from the fixed SI basis functions (depicted in the bottommost plot) learned
on f1(a) and f1(b). See text for more detailed description. Best viewed in color.
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5.4 Speaker Adaptive Training LHUC (SAT-LHUC)

When LHUC is applied as a test-only adaptation it assumes that the set of speaker-
independent basis functions estimated on the training data provides a good start-
ing point for further tuning to the underlying data distribution of the adaptation
data (Fig. 5.2). However, one can derive a counter-example where this assump-
tion fails: the top plot of Fig. 5.3 shows example training data uniformly drawn
from two competing distributions f1(a) and f1(b) where the linear recombina-
tion of the resulting basis in the average model (Fig 5.3 bottom), provides a poor
approximation of adaptation data.

This motivates combining LHUC with speaker adaptive training (SAT) [Anas-
tasakos et al., 1996] in which the hidden units are trained to capture both good av-
erage representations and speaker-specific representations, by estimating speaker-
specific hidden unit amplitudes for each training speaker. This is visualised in
Fig. 5.4 where, given the prior knowledge of which data-point comes from which
distribution, we estimate a set of parallel LHUC transforms (one per distribution)
as well as one extra transform which is responsible for modelling average proper-
ties. The top of Fig. 5.4 shows the same experiment as in Fig 5.3 but with three
LHUC transforms – one can see that the 4-hidden-unit MLP in this scenario was
able to capture each of the underlying distributions as well as the average aspect
well, given the LHUC transform. At the same time, the resulting basis functions
(Fig 5.4, bottom) are a better starting point for the adaptation (Fig. 5.4, middle).

The examples presented in Figs. 5.3 and 5.4 could be solved by breaking
the symmetry through rebalancing the number of training data-points for each
function, resulting in less trivial and hence more adaptable basis functions in the
average model. However, as we will show experimentally later, similar effects
are also present in high-dimensional speech data, and SAT-LHUC training allows
more tunable canonical acoustic models to be built, that can be better tailored
to particular speakers through adaptation.

Test-only adaptation for SAT-LHUC remains the same as for LHUC – the set
of speaker-dependent LHUC parameters θsLHUC = {rl,sj } is inserted for each test
speaker and their values optimised from unsupervised adaptation data. We
also use a set of LHUC transforms θsLHUC , where s = 1 . . . S, for the training
speakers which are jointly optimised with the speaker-independent parameters
θSI = {Wl,bl}. There is an additional speaker-independent LHUC transform,
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Figure 5.4: Learned solutions using three different SAT-LHUC transforms and shared
basis functions: LHUC-0 learns to provide a good average fit to both distributions
f1(a) and f1(b)) at the same time, while LHUC-a and LHUC-b are tasked to fit either
f1(a) or f1(b), respectively. The bottom plot shows the resulting basis functions
(activations of 4 hidden units) of the SAT-LHUC training approach - one can observe
SAT-LHUC provides a richer set of basis function which can fit the data well on average,
and can also capture some underlying characteristics necessary to reconstruct target
training data – using different LHUC transforms, this property is also visualised in the
middle plot. (Best viewed in color.)
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denoted by θ0
LHUC , which allows the model to be used in speaker-independent

fashion, for example, to produce first pass adaptation targets. This joint learning
process of hidden units with speaker-dependent LHUC scaling is important, as it
results in a more tunable canonical acoustic model that can be better adjusted
to unseen speakers at test time, as illustrated in Fig. 5.4 and demonstrated on
adaptation tasks in the following sections.

To perform SAT training with LHUC, we use cross-entropy objective to max-
imise the posterior probability of obtaining the correct context-dependent tied-
state qt given observation vector Ōt at time t:

FSAT (θSI ,θSD) = −
∑
t∈D

logP (qt|Ōs
t ;θSI ;θmt

LHUC) (5.4)

where s denotes the sth speaker, mt ∈ {0, s} selects the SI or SD LHUC transforms
from θSD ∈ {θ0

LHUC , . . . ,θ
S
LHUC} based on a Bernoulli distribution:

kt ∼ Bernoulli(γ) (5.5)

mt =


s if kt = 0

0 if kt = 1
(5.6)

where γ is a hyper-parameter specifying the probability that the given example is
treated as SI. The SI/SD split (determined by (5.5) and (5.6)) can be performed
at speaker, utterance or frame level. We further investigate this aspect in Section
5.5.2. The SAT-LHUC model structure is depicted in Fig 5.5; notice the alternative
routes of ANN training forward and backward passes for different speakers.

Denote by ∂FSAT/∂hl,sj the error back-propagated to the jth unit at the lth
layer (5.3). To back propagate through the transform one needs to element-wise
multiply it by the transform itself, as follows:

∂FSAT
∂ψlj

= ∂FSAT
∂hl,sj

◦ ξ(rl,sj ) (5.7)

To obtain the gradient with respect to rl,sj :

∂FSAT
∂rl,sj

= ∂FSAT
∂hl,sj

◦
∂ξ(rl,sj )
∂rl,sj

◦ ψlj (5.8)

When performing mini-batch SAT training one needs to explicitly take account
of the fact that different data-points (indexed by t in (5.9)) may flow through



Chapter 5. Learning Hidden Unit Contributions 62

Figure 5.5: Schematic of SAT-LHUC training, with a data point from speaker s = 1.
Dashed line indicates an alternative route through the SI LHUC transform.
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different transforms: hence the resulting gradient for rl,sj for the sth speaker is
the sum of the partial gradients belonging to speaker s (or SI LHUC transform):

∂FSAT
∂rl,sj

=
∑

t,mt==s

∂FSAT
∂hl,sj

◦
∂ξ(rl,sj )
∂rl,sj

◦ ψlj (5.9)

or 0 in case no data-points for sth speaker in the given mini-batch were selected.
All adaptation methods studied in this chapter require first-pass decoding to
obtain adaptation targets to either estimate fMLLR transforms for unseen test
speakers or to perform ANN speaker-dependent parameter update.

5.5 Results

We experimentally investigated LHUC and SAT-LHUC using four different corpora:
the TED talks corpus (Section 4.2); the Switchboard corpus of conversational
telephone speech (Section 4.4); the AMI meetings corpus (Section 4.3.1); and
the Aurora4 corpus of read speech with artificially corrupted acoustic environ-
ments (Section 4.5). Unless explicitly stated otherwise, the models share similar
structure across the tasks – ANNs with 6 hidden layers (2,048 units in each)
using a sigmoid non-linearity. The output logistic regression layer models the
distribution of context-dependent clustered tied states [Dahl et al., 2012]. The
features are presented in 11 (±5) frame long context windows. All the adaptation
experiments, unless explicitly stated otherwise, were performed unsupervised.

5.5.1 LHUC hyperparameters

Our initial study concerned the hyper-parameters used with LHUC adaptation.
First, we used the TED talks to investigate how the word error rate (WER) is
affected by adapting different layers in the model using LHUC transforms. The
results, graphed in Fig. 5.6 (a), indicated that adapting only the bottom layer
brings the largest drop in WER; however, adapting more layers further improves
the accuracy for both LHUC and SAT-LHUC approaches (adapting the other way
round – starting from the top layer – is much less effective). Since obtaining
the gradients for the r parameters at each layer is inexpensive compared to the
overall back-propagation, and we want to adapt at least the bottom layer, we
apply LHUC to each layer for the rest of this work.
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Table 5.1: WER(%) for different re-parametrisation functions for LHUC transforms
on TED tst2010. Unadapted baseline WER is 15.0%.

r 2/(1 + exp(−r)) exp(r) max(0, r)

12.8 12.8 12.7 12.7

Fig. 5.6 (b) shows how WERs varies with the number of adaptation itera-
tions. The results indicate that one sweep over the adaptation data (in this case
tst2010) is sufficient and, more importantly, the model does not overfit when
adapting with more iterations (despite frame error rates consistently decreasing
– Fig. 5.6 (c)). This suggests that it is not necessary to carefully regularise the
model – for example, by Kullback-Leibler divergence training [Yu et al., 2013b]
which is required when adapting the weights of one or more layers in a network.

Finally, we explored how the form of the LHUC re-parametrisation function ξ
affects the WER and frame error rate (FER) (Fig. 5.6 (c) and Table 5.1). For
test-only adaptation only a small WER difference (0.1% absolute, statistically
insignificant) is observed, regardless of the large difference in frame accuracies.
This supports our previous observation that LHUC is robust against over-fitting.
For SAT-LHUC training, a less constrained parametrisation was found to give better
WERs for the SI model. Based on our control experiments, during SAT-LHUC

training, setting ξ to be the identity function (linear r) gave similar results to
ξ(r) = max(0, r) and ξ(r) = exp(r) and all were better than re-parametrising with
ξ(r) = 2/(1 + exp(−r)). This is expected as for full training the last approach
constrains the range of back-propagated gradients. From now on, if not stated
otherwise, we will use ξ(r) = exp(r).

We adapt all our models with the learning rate set to 0.8 (regardless of ξ(·))
and the basic training of both the SI and the SAT-LHUC models was performed
with the initial learning rate set to 0.08 and was later adjusted according to the
newbob learning scheme [Renals et al., 1992].

5.5.2 SAT-LHUC

As described in Section 5.4, SAT-LHUC training aims to encourage the hidden
unit feature receptors so that they capture not just the average characteristics of
training data, but also specific features of the different distributions the data was
drawn from (for example, different training speakers). As a result, the model can
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Table 5.2: WER(%) on TED tst2013 for different sampling strategies and SAT-LHUC

training and adaptation. Baseline system is adapted with test-only LHUC. See Ta-
ble 5.9 for more comparisons with other adaptation techniques and TED test-sets.

WER (%) for sampling strategies
Model Baseline Per Speaker Per Segment Per Frame

SI 22.1 23.0 22.0 22.0
SD 19.1 18.6 18.1 18.0

be better tailored to unseen speakers by putting more importance to those units
that were useful for training speakers with similar characteristics.

Prior to SAT-LHUC training we need to decide on how and which data should
be used to estimate speaker-dependent and speaker-independent transforms3. In
this thesis we investigate SAT-LHUC models with frame-level, segment-level and
speaker-level clusters. For speaker- and segment-level transforms we decide which
speakers or segments are going to be treated as SI or SD prior to training (and this
choice is kept fixed through all training epochs). For the frame-level SAT-LHUC

approach, the SI/SD decisions are made separately for each data-point during
training. In either scenario we ensure that the overall SD/SI ratio determined
by γ parameter is satisfied. The WER results for each of these three approaches
(γ = 0.5) are reported in Table 5.2 and Figure 5.7 for several settings of γ.
Speaker-level SAT-LHUC training provides the highest WERs for both SI and SD
decodes (0.6% abs. above the one obtained at frame-level, pv<0.001). Segment-
level and frame-level SAT-LHUC training result in similar WERs for SI decodes,
with a small advantage (0.1% abs., statistically insignificant) for the frame-level
approach after adaptation.

We then investigate the impact of the SI/SD ratio when training the ANN
weights and the SI and SD LHUC transforms. The SI/SD ratio depends on γ,
the hyper-parameter in eq (5.5). To speed-up the experimental turnaround we
initially limited our experiments to the TED corpus with 30 hours training data,
using smaller models (1,000 hidden units per layer). The segments for this limited
condition were sampled in such a way that the number of speakers remained the

3At double cost one could treat each example as both SI and SD propagating it forward and
backward twice through the network, and then compute two sets of the corresponding gradients
for the parameters. In this thesis we follow an approach which keeps training time constant by
introducing an additional hyper-parameter that specifies the ratio of SI and SD data
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same between the limited and full variants. Results of those experiments on
tst2013, for different settings of γ ∈ {0.05, 0.1, 0.3, 0.5, 0.7, 1.0}, can be found
in Fig. 5.8 (a). Note, when γ = 0 the SI transform would not be estimated;
conversely for γ = 1.0 there would be only a single global SI transform. The latter
case is a variant of parametrised sigmoid activations with a learnable amplitude
during training [Zhang and Woodland, 2015].

The first observation one can draw from Fig. 5.8 is that the accuracy of the
SAT-LHUC model and the SI decodes depends on the amount of data used to esti-
mate the SI LHUC transforms during training – the less SI data that flows through
SI LHUC transforms, the worse SI results are, with a dramatic decrease in first-pass
accuracy when less than 30% of data is treated as speaker-independent (γ < 0.3).
Conversely, increasing the SI/SD ratio to about 50% results in comparable ac-
curacy to the standalone SI-trained model. This trend holds for other scenarios
with more data, including Full-TED (i.e. 143 hours training data) (Fig. 5.8 (b))
and SWBD (Fig. 5.8 (c)).

The parametrised sigmoid function (for γ = 1.0) is particularly effective for
data-constrained experiments (compare Fig. 5.8 (a) with (b) and (c)); for in-
stance, on 30hour-TED the parametrised sigmoid model results in a WER of
27.5% while the conventional sigmoid model has a WER of 28.9%. This advan-
tage diminishes for bigger models and more data.

Then we investigated how SAT-LHUC affects the accuracy of LHUC adapted
systems. To do so we adapted SAT-LHUC models using the first pass adaptation
targets obtained from the corresponding SAT-LHUC systems operating in SI
mode. Here we can see that a speaker-dependent representation provides a more
tunable canonical model. For example, on 30hour-TED an adapted SAT-LHUC

γ = 0.3 system produced 8% relative lower WERs when compared to an adapted
SI system (23.2% vs. 25.1%), regardless of the fact that the SAT-LHUC adaptation
alignments were 1.4% absolute worse than its SI counterpart (30.3% vs. 28.9%).
Those results are also reported in Table 5.2.

Finally, we investigated whether the inferior adaptation results for γ < 0.3
were caused by differences in learned representations or by lower quality adapta-
tion targets. We used the adaptation targets of the ‘Baseline SI’ model (28.9%
WER) and adapted SAT-LHUC models trained with γ ∈ {0.05, 0.1, 0.3} on 30hour-
TED. The results (Fig. 5.8 (a)) indicate that the reason for lower adaptation
accuracies (compared to γ = 0.5 system) was mostly due to less accurate adapta-
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Table 5.3: WER(%) on TED talks (tst2010 and tst2013).

System IWSLT Test set
Training Decoding tst2010 tst2013

Baseline speaker-independent systems
SI SI 15.0 22.1

SAT-LHUC SI 15.1 22.0
Adapted systems

SI LHUC 12.7 19.1
SAT-LHUC LHUC 12.4 18.0

tion targets. Adapting the γ = 0.3 model with the ‘Baseline SI’ targets reduces
the WERs of γ = 0.3 system to 22.6% (from 23.2%) – 2.5% absolute lower when
compared the baseline SD LHUC system (25.1%) (both systems used the same
adaptation targets) and 0.1% absolute lower than the best γ = 0.5 system. This
further strengthens our claim that the SAT-LHUC models indeed learn a better
and more tunable speaker-dependent representation, but their use is somehow
limited by the necessary trade-off of managing a good SI first-pass model. If
different models for SI and SD decodes are acceptable, then further small gains
in accuracy are observed as discussed earlier and shown in Figure 5.8 (a).

Fig. 5.8 (c) shows similar plot but for Switchboard data (more detailed dis-
cussion below) and one can observe a similar pattern, with γ = 0.5 being an
optimal choice. This, in conjunction with another validation on AMI data, is a
strong indicator that SAT-LHUC training with roughly half of the data-points
being treated as speaker-independent makes a good task-independent setting.

We report the baseline LHUC and SAT-LHUC comparisons on TED and AMI
data in Tables 5.3 and 5.4, respectively (further results, including a comparison
to fMLLR transforms and on Switchboard data are in the next sections). On TED
(Table 5.3), SAT-LHUC models operating in SI mode (γ = 0.6) have comparable
WERs to SI models; however, adaptation resulted in a WER reduction of 0.3–
1.1% absolute (2–6% relative) compared to test-only adaptation of the SI models.
Similar results were observed on the AMI data (Table 5.4) where for both ANN
and CNN models trained on FBANK features LHUC adaptation decreased the
WER by 2% absolute (7% relative) and SAT-LHUC training improved this result
by 4% relative for ANN models. As expected, the SAT-LHUC gain for CNNs was
smaller when compared to ANN models, since the CNN layer can learn different
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Table 5.4: WER(%) on AMI–IHM

Model amidev amieval

ANN 26.8 29.1
+LHUC 25.6 27.1
+SAT-LHUC 24.9 26.1
CNN 25.2 27.1
+LHUC 24.3 25.3
+SAT-LHUC 23.9 24.8

patterns for different speakers which may be selected through the max-pooling
operator at run-time. We further exploit this aspect by proposing the use of
differentiable pooling operators for adaptation in Chapter 6.

5.5.3 Sequence model adaptation

Model-based adaptation of sequence-trained ANNs (SE-ANN) is more challeng-
ing compared to adapting networks trained using cross-entropy: a mismatched
adaptation objective (here cross-entropy) can easily erase sequence information
from the weight matrices due to the well-known effect of catastrophic forget-
ting [French, 1999] in neural networks. Indeed Huang and Gong [2015] report
no gain from adapting SE-ANN models with a cross-entropy adaptation objec-
tive and supervised adaptation targets. In those experiments, all weights in the
model were updated and KL divergence regularised adaptation [Yu et al., 2013b]
or KL regularised sequence level adaptation were required to further improve on
the SE-ANN. It remains to be answered if one can obtain similar improvements
using SE-ANN adaptation and first-pass transcripts.

In this work we adapt state-level minimum Bayes risk (sMBR) [Kaiser et al.,
2000, Povey, 2003, Kingsbury, 2009] sequence-trained models using LHUC and
report results on TED tst2011 and tst2013 in Table 5.5. We kept all the LHUC

adaptation hyper-parameters the same as for CE models and obtained around
2% absolute (11% relative) WER reductions on tst2013 for both SI and fMLLR
SAT adapted SE-ANN systems. Interestingly, the obtained adaptation gain was
similar to the cross-entropy models and LHUC adaptation did not seem to disrupt
the learned model’s sequence representation.

We compared our adaptation results to the most accurate system of the
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Table 5.5: Summary of WER results of LHUC adapted sequence models on TED
tst2011 and tst2013

Model tst2011 tst2013

ANN-CE 12.1 22.1
ANN-sMBR 10.3 20.2
+LHUC 9.5 18.0
+fMLLR 9.6 18.9
++LHUC 8.9 15.8

IWSLT–2013 TED transcription evaluation, which performed both feature- and
model-space speaker adaptation [Huang et al., 2013a]. For model-space adapta-
tion that system used a method which adapts ANNs with a speaker-dependent
layer [Ochiai et al., 2014]. The results are reported in Table 5.6 where in the first
block one can see a standard sequence-trained feature-space adapted system build
from TED and 150 hours of out-of-domain data scoring 15.7% WER, similar to
the WER of our TED system (15.4%), which also for IWSLT utilised 100 hours
of out-of-domain AMI data. The 0.3% difference could be explained by char-
acteristics of the out-of-domain data used (tst2013 is characterised by a large
proportion of non-native speakers which is also typical for AMI data, hence ben-
efits more our baseline systems). When comparing both adaptation approaches
operating in an unsupervised manner one can see that LHUC gives much bigger
improvements in WER compared to speaker-dependent layer, 2.1% vs. 0.6% ab-
solute (14% vs. 4% relative) on tst2013. This allows our single-model system to
match a considerably more sophisticated post-processing pipeline of Huang et al.
[2013a], as outlined in Table 5.6. For less mismatched data (tst2011) adaptation
is less important and our system has a WER 0.8% absolute higher compared with
the more sophisticated system.

From these experiments we conclude that LHUC is an effective way to adapt
sequence models in an unsupervised manner using a cross-entropy objective func-
tion, without the risk of removing learned sequence information. It is to be seen
if unsupervised adaptation of LHUC scalers with sMBR criterion remains effective
(in the spirit of the work of Huang and Gong [2015]).
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Table 5.6: WERs for adapted sequence-trained models used in IWSLT evaluation.
Note, the results are not directly comparable to those reported on TED in Table 5.5
due different training data and feature pre-processing pipelines (see referenced papers
for system details).

Model tst2011 tst2013

IWSLT2013 winner system (numbers taken from [Huang et al., 2013a])
ANN (sMBR) + HUB4 + WSJ - 15.7
+ Six ROVER subsystems - 14.8
++ Automatic segmentation - 14.3
+++ LM adapt. + RNN resc. - 14.1
+++++ SAT on ANN [Ochiai et al., 2014] 7.7 13.5
Our system [Bell et al., 2014]
ANN (sMBR) + AMI data 9.0 15.4
+LHUC 8.5 13.3

5.5.4 Other aspects of adaptation

5.5.4.1 Amount of adaptation data

Fig 5.9 shows the effect of the amount of adaptation data on WER for LHUC and
SAT-LHUC adapted models. As little as 10s of unsupervised adaptation data is
already able to substantially decrease WERs (by 0.5–0.8% absolute). The im-
provement for SAT-LHUC adaptation compared with LHUC is considerably larger
– roughly by a factor of two up to 30s adaptation data. As the duration of
adaptation data increases the difference gets smaller; however SAT-LHUC results
in consistently lower WERs than LHUC in all cases (including full two pass adap-
tation).

We also investigated supervised (oracle) adaptation by aligning the acoustics
with the reference transcriptions (dashed lines). Given supervised adaptation
targets, LHUC and SAT-LHUC further substantially decrease WERs, with SAT-LHUC

giving a consistent advantage over LHUC.

5.5.4.2 Quality of adaptation targets

Since our approach relies on a two-pass decoding, we investigated the extent
to which LHUC is sensitive to the quality of the adaptation targets obtained in
the first-pass recognition pass. In this experiment we explored the differences
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Figure 5.9: WER(%) for unsupervised and oracle adaptation data on TED tst2010.
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resulting from different language models, and assumed that the first pass adap-
tation data was generated by either an SI or a SAT-LHUC model operating in SI
mode. The main results are shown in Fig 5.10 where the solid lines show WERs
obtained with a pruned 3-gram LM (3gm-312MW.p07) and different types of adap-
tation targets resulting from re-scoring the adaptation data with stronger LMs
(3gm-312MW, 4gm-312MW, 4gm-751MW– see Section 4.2 for detailed description).
One can see there is not much difference unless the adaptation data was re-
scored with the largest 4-gram LM (4gm-751MW). This improvement diminishes
in the final adapted system after re-scoring. This suggests that the technique
is not very sensitive to the quality of adaptation targets. This trend holds re-
gardless of the amount of data used for adaptation (ranging from 10s to several
minutes per speaker). In related work [Miao et al., 2015] LHUC was employed
using alignments obtained from an SI-GMM system with a 8.1% absolute higher
WER than the corresponding SI ANN, and substantial gains were obtained over
the unadapted SI ANN baseline – although the WER reduction was considerably
smaller (1% absolute) compared to adaptation with alignments obtained with the
corresponding SI ANN.

5.5.4.3 Quality of data

We also investigated how the quality of the acoustic data itself affects the adap-
tation accuracies, keeping the other ASR components fixed. We performed an
experiment on the AMI corpus using speech captured by individual headset mi-
crophones (IHM) and a single distant tabletop microphone (SDM). In case of
IHM we adapt to the headset; in this experiment we assume we have speaker
labels for the SDM data4. The results are reported in Table 5.7: LHUC adapta-
tion improves the accuracy in both experiments, although the gain for the SDM
condition is smaller; however, the SDM system is characterised by twice as large
WERs. Notice that LHUC has also been successfully applied to channel normali-
sation between distant and close talking microphones [Himawan et al., 2015].

5.5.4.4 One-shot adaptation

By one-shot adaptation we mean the scenario in which LHUC transforms were
estimated once for a held-out speaker and then used many times in a single

4In a real scenario for SDM data one would have to perform speaker diarisation in order to
obtain speaker labels.
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Figure 5.10: WER(%) for different qualities of adaptation targets on TED tst2010.
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(possibly re-scored with this LM) and the corresponding adapted model second pass
hypotheses were finally re-scored with ’resc.LM’. See text for further description.
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Table 5.7: WER(%) on AMI–IHM and AMI–SDM using adapted CNNs.

Model amidev amieval

CNN (IHM) 25.2 27.1
+LHUC 24.3 25.3
CNN (SDM) 49.8 54.4
+LHUC 48.8 53.1

Table 5.8: WER(%) on AMI–IHM and one-shot adaptation

Model amidev amieval

CNN 25.2 27.1
+LHUC 24.3 25.3
+LHUC.one-shot 24.3 25.4

pass system for this speaker. We performed those experiments on AMI IHM
data, and report results on amidev and amieval which contain 21 and 16 unique
speakers taking part in 18 and 16 different meetings, respectively. Each speaker
participates in multiple meetings: to some degree, adapting to a speaker in one
meeting, then applying the adaptation transform to the same speaker in the
other meetings simulates a real-life condition where it is possible to assume the
speaker identity without having to perform speaker diarisation (e.g. personal
devices). The results of this experiment (Table 5.8) indicate that LHUC retains
the accuracies of two-pass systems by providing almost identical results when
comparing LHUC estimated in a full two-pass system and when the unsupervised
transforms are re-used in the LHUC.one-shot experiment.

5.5.5 Complementarity to feature normalisation

Feature-space adaptation using fMLLR is a very reliable current form of speaker
adaptation, so it is of great interest to explore how complementary the proposed
approaches are to SAT training with fMLLR transforms. In this work we do
not make any explicit comparisons to other techniques such as auxiliary i-vector
features or speaker-codes; however, the literature suggest that the use of i-vectors
give similar [Saon et al., 2013] results when compared to fMLLR trained models.
Related recent studies also show LHUC is at least as good as the standard use of
i-vector features [Miao et al., 2015, Samarakoon and Sim, 2016].
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We compared LHUC and SAT-LHUC to SAT-fMLLR training using TED tst2010

(Fig 5.11, red curves). We also compared both techniques, including a comparison
in terms of the amount of data used to estimate each type of transform. fMLLR
transforms estimated on 10s of unsupervised data result in an increase in WER
compared with the SI-trained baseline (16.1% vs. 15.0%). When combined with
LHUC or SAT-LHUC some of this deterioration was recovered (similar results using
LHUC alone were reported in Fig 5.9). For more adaptation data (30s or more)
fMLLR improved the accuracies by around 1–2% absolute and combination with
LHUC (or SAT-LHUC) resulted in an additional 1% reduction in WER (see also
Table 6.6 in the next section for further results).

We also investigated (in a rather unrealistic experiment) how much mismatch
in feature space one can normalise in model space with LHUC. To do so, we used
a SAT-fMLLR trained model with unadapted PLP features which gave a large
increase in WER (26% vs 15%). Then, using unsupervised adaptation targets
obtained from the feature-mismatched decoding both LHUC and SAT-LHUC were
applied. The results (also presented in Fig. 5.11) indicate that a very large portion
of the WER increase can be effectively compensated in model space – more than
8% absolute. As found before, test-only re-parametrisation functions (exp(r) vs.
2/(1+ exp(−r))) have negligible impact on the adaptation results, and SAT-LHUC

again provides better results.

5.5.6 Adaptation Summary

In this section we summarise our results, applying LHUC and SAT-LHUC to TED,
AMI, and Switchboard. Table 5.9 contains results for four IWSLT test sets
(dev2010, tst2010, tst2011, and tst2013): in most scenarios SAT-LHUC re-
sults in a lower WER than LHUC and both techniques are complementary with
SAT-fMLLR training.

Similar conclusions can be drawn from experiments on AMI (Table 6.5) where
LHUC and SAT-LHUC were found to effectively adapt ANN and CNNmodels trained
on FBANK features. SAT-LHUC trained ANN models gave the same final results
as the more complicated SAT-fMLLR+LHUC system.

On Switchboard, in contrast to other corpora, we observed that test-only
LHUC does not match theWERs obtained from SAT-fMLLRmodels (Table 5.11).
The SI system has a WER of 21.7% compared with 20.7% for the test-only LHUC
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Table 5.9: WER (%) on various TED development and test sets from IWSLT12 and
IWSLT13 evaluations.

Model dev2010 tst2010 tst2011 tst2013

ANN 15.4 15.0 12.1 22.1
+LHUC 14.5 12.8 10.9 19.1
+SAT-LHUC 14.0 12.4 10.9 18.0
+fMLLR 14.5 12.9 10.9 20.8
++LHUC 14.1 11.8 10.3 18.4
++SAT-LHUC 13.7 11.6 9.9 17.6

Table 5.10: WER(%) on AMI–IHM

Model Features amidev amieval

ANN FMLLR 26.2 27.3
+LHUC FMLLR 25.6 26.2
ANN FBANK 26.8 29.1
+LHUC FBANK 25.6 27.1
+SAT-LHUC FBANK 24.9 26.1

and 20.2% for the SAT-fMLLR system. The improvement obtained using test-
only LHUC is comparable to that obtained with other test-only adaptation tech-
niques, e.g. feature-space discriminative linear regression (fDLR) [Seide et al.,
2011], but neither of these matches SAT trained feature transform models. This
could be due to the fact Switchboard data is narrow-band and as such contains
less information for discrimination between speakers [Wester et al., 2015], espe-
cially when estimating relevant statistics from small amounts of unsupervised
adaptation data. Another potential reason could be related to the fact that the
Switchboard part of eval2000 is characterised by a large overlap between train-
ing and test speakers – 36 out of 40 test speakers are observed in training [Fiscus
et al., 2000], which limits the need for adaptation, but also enables models to learn
much more accurate speaker-characteristics during supervised speaker adaptive
training.

Adaptation using SAT-LHUC (20.3%WER) almost matches SAT-fMLLR (20.2%).
We also observe that LHUC performs relatively better under more mismatched con-
ditions (the Callhome (CHE) subset of eval2000), similar to what we observed
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Table 5.11: WER(%) on Switchboard eval2000.

eval2000

Model SWB CHE TOTAL

ANN 15.2 28.2 21.7
+LHUC 14.7 26.6 20.7
++SAT-LHUC 14.6 25.9 20.3
+fMLLR 14.2 26.2 20.2
++LHUC 14.2 25.6 19.9
++SAT-LHUC 14.1 25.6 19.9

on TED.
Finally, in Fig 5.12 we show the WERs obtained for 200 speakers across the

TED, AMI, and SWBD test sets. We observe that for 89% of speakers LHUC and
SAT-LHUC adaptation reduced the WER, and that SAT-LHUC gives a consistent
reduction over LHUC.

5.6 LHUC for Factorisation

We applied LHUC to adapt to both the speaker and the acoustic environment. If
multi-condition data is available for a speaker, then it is possible to define a set of
joint speaker-environment LHUC transforms. Alternatively, we can estimate two
set of transforms – for speaker rS and for environment rE – and then linearly
interpolate them, using hyper-parameter α, to derive a combined transform r̂SE
as follows:

ξ
(
r̂lSE

)
= αξ

(
rlS
)

+ (1− α)ξ
(
rlE
)

(5.10)

Notice, that although both types of transforms are estimated in an unsupervised
manner we assume that the test environment is known, allowing the correct en-
vironmental transform to be selected. This adaptation to the test environment
is similar to that of Li et al. [2014a].

We adapted baseline multi-condition trained ANN models [Seltzer et al., 2013]
to the speaker (rS) and the environment (rE). The rS transforms were estimated
only on clean speech; similarly the environment transforms were estimated for
each scenario (one set of rE per scenario) using multiple speakers (hence, we have 7
different environmental transforms). To avoid learning joint speaker-environment
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Table 5.12: WER(%) results on Aurora 4. Multi-condition ANN model.

Model A B C D AVG

ANN 5.1 9.3 9.3 20.8 13.9
ANN + rS 4.3 9.3 6.9 19.3 13.1
ANN + rE 5.0 9.0 8.5 19.8 13.3
ANN + rSE JOINT 4.5 8.6 7.4 18.3 12.4
ANN + r̂SE, α = 0.5 4.6 8.9 7.7 19.1 12.9
ANN + r̂SE, α = 0.7 4.5 8.8 7.2 18.9 12.7

transforms the target speaker’s data was removed from environment adaptation
material (e.g. when estimating transforms for the restaurant environment, we
use all restaurant data except the one for the target speaker).

The results (Table 5.12) show that both standalone speaker or environment
adaptation LHUC adaptation improve over an unadapted system (13.1%(S) and
13.3%(E) vs. 13.9%) but, as expected, a single transform estimated jointly on
the target speaker and environment has a lower WER (12.4%). However, when
interpolated with α = 0.7 the result of the factorised model improves to 12.7%
WER, although still higher than joint estimation. However, adaptation data
for joint speaker-environment adaptation is not available in many scenarios, and
the factorised adaptation based on interpolation of distinct transforms estimated
separately for speaker and for environment is more flexible. Similar analysis
has been carried out for the models trained on clean-only data, as shown in
Table 5.13. As expected the clean-trained model benefits more from adaptation
to an environment condition rather than to a speaker and joint adaptation offers
the best performance. In this scenario, also, factorised transform are better than
their standalone usage.

We also trained more competitive models following Rennie et al. [2014]: Max-
out [Goodfellow et al., 2013] CNN models were trained using dropout [Srivastava
et al., 2014] with an annealing schedule. In this work we used alignments obtained
by aligning a corresponding multi-condition model as ground-truth labels, rather
than replicating clean alignments to multi-condition data, in contrast to [Rennie
et al., 2014]: this is likely to explain differences in the reported baselines (10.9%
compared with 10.5% in [Rennie et al., 2014]). The results for the joint optimi-
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Table 5.13: WER(%) results on Aurora 4. Clean ANN model.

Model A B C D AVG

ANN 4.8 26.2 21.2 43.5 31.7
ANN + rS 4.7 25.0 15.9 40.6 29.6
ANN + rE 5.2 19.0 19.6 35.6 27.5
ANN + rSE JOINT 4.9 19.7 16.9 35.3 25.1
ANN + r̂SE, α = 0.5 4.8 22.0 19.1 38.2 27.5
ANN + r̂SE, α = 0.3 4.8 19.1 19.6 36.5 27.0
ANN + rSE (Oracle) 5.5 17.3 15.1 31.0 22.1

Table 5.14: WER(%) results on Aurora 4. Multi-condition Maxout-CNN model, with
and without annealed dropout (AD).

Model A B C D AVG

MaxCNN 4.2 7.7 7.9 17.4 11.6
MaxCNN + rSE JOINT 3.7 6.3 5.5 14.3 9.5
AD MaxCNN 4.3 7.7 7.2 15.6 10.9
AD MaxCNN + rSE JOINT 3.4 5.7 6.1 13.4 8.7

sation are reported in Table 5.14 where one can notice large improvements with
unsupervised LHUC adaptation.

Finally, we visualise the top hidden layer activations of the annealed dropout
Maxout CNN using stochastic neighbourhood embedding (tSNE) [van der Maaten
and Hinton, 2008] for one utterance recorded under clean and noisy (restaurant)
conditions (Fig. 5.13).

5.7 Summary

This chapter introduced the LHUC approach – an unsupervised technique for
adaptation of neural network acoustic models in both test-only (LHUC) and SAT
(SAT-LHUC) frameworks, evaluating them using four standard speech recognition
corpora: TED talks as used in the IWSLT evaluations, AMI, Switchboard, and
Aurora4. Our experimental results indicate that both LHUC and SAT-LHUC can
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Figure 5.13: tSNE plots (best viewed in color) of the top hidden layer before and
after adaptation for an utterance recorded in (a) clean and (b) noisy (restaurant)
environment, using the annealed dropout maxout CNN. The model can normalise the
phonetic space between conditions (brown color), keeping two different spaces for
non-speech frames (blue color) under clean and noisy conditions. The effect of LHUC

is mostly visible for non-speech frames.
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provide significant improvements in word error rates (5–23% relative depending
on test set and task). LHUC adaptation works well unsupervised and with small
amounts of data (as little as 10s), is complementary to feature space normalisation
transforms such as SAT-fMLLR, and can be used for unsupervised adaptation of
sequence-trained ANN acoustic models using a cross-entropy adaptation objec-
tive function. Furthermore we have demonstrated that it can be applied in a
factorised way, estimating and interpolating separate transforms for adaptation
to the acoustic environment and speaker.



Chapter 6

Differentiable Pooling

The content of this chapter is based on [Swietojanski and Renals, 2016], published
in IEEE/ACM Transactions on Audio, Speech and Language Processing, which
is an extended version of [Swietojanski and Renals, 2015] published at IEEE In-
ternational Conference on Acoustics, Speech and Signal Processing (ICASSP).

6.1 Introduction

In this chapter we explore the use of parametrised and differentiable pooling oper-
ators for adapting acoustic models. More specifically, we propose to treat pooling
operations as speaker-dependent using two types of differentiable parametrisa-
tions: Lp-norm pooling and weighted Gaussian pooling (Section 6.2). We show
how the pooling parameters may be optimised by maximising the probability of
the class given the input data in (Section 6.3), and provide a justification for the
use of pooling operators in adaptation in Section 6.4. To evaluate the proposed
adaptation approach we performed experiments on three corpora – TED talks,
Switchboard conversational telephone speech, and AMI meetings – presenting re-
sults on using differentiable pooling for speaker independent acoustic modelling,
followed by unsupervised speaker adaptation experiments in which adaptation
of the pooling operators is compared (and combined) with learning hidden unit
contributions (LHUC) and constrained/feature-space maximum likelihood linear
regression (fMLLR).

87
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6.2 Differentiable Pooling

This chapter presents an approach to adaptation by learning hidden layer pool-
ing operators with parameters that can be learned and adapted in a similar
way to the other model parameters. The idea of feature pooling originates from
Hubel and Wiesel’s pioneering study on visual cortex in cats [Hubel and Wiesel,
1962], and was first used in computer vision to combine spatially local features by
Fukushima and Miyake [1982]. Pooling in ANNs involves the combination of a
set of hidden unit outputs into a summary statistic. Fixed poolings are typically
used, such as average pooling (used in the original formulation of convolutional
neural networks – CNNs) [LeCun et al., 1989, 1998a] and max pooling (used
in the context of feature hierarchies [Riesenhuber and Poggio, 1999] and later
applied to CNNs [Ranzato et al., 2007, Boureau et al., 2010]).

Reducing the dimensionality of hidden layers by pooling some subsets of hid-
den unit activations has become well investigated beyond computer vision, and
the max operator has been interpreted as a way to learn piecewise linear activa-
tion functions – referred to as Maxout [Goodfellow et al., 2013]. Maxout has been
widely investigated for both fully-connected [Miao et al., 2013, Cai et al., 2013,
Swietojanski et al., 2014b] and convolutional [Renals and Swietojanski, 2014,
Toth, 2014] ANN-based acoustic models. Max pooling, although differentiable,
performs a one-from-K selection, and hence does not allow hidden unit outputs
to be interpolated, or their combination to be learned within a pool.

There have been a number of approaches to pooling with differentiable oper-
ators – differentiable pooling – a notion introduced by Zeiler and Fergus [2012]
in the context of constructing unsupervised feature extraction for support vector
machines in computer vision tasks. There has been some interest in the use of
Lp-norm pooling with CNN models [Boureau et al., 2010, Sermanet et al., 2012] in
which the sufficient statistic is the p-norm of the group of (spatially-related) hid-
den unit activations. Fixed order Lp-norm pooling was recently applied within
the context of a convolutional neural network acoustic model [Sainath et al.,
2013a], where it did not reduce the WER over max-pooling, and as an activation
function in a fully-connected ANN [Zhang et al., 2014], where it was found to
improve over competitive models, including Maxout and ReLU.
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pooled 

activations

LHUC scaling

(a) (b) .

Figure 6.1: Illustration of Diff-Lp (a) and Diff-Gauss (b) pooling operators. See
Sections 6.2.1 and 6.2.2 for further details and explanations of the symbols. LHUC

scaling follows the method described in Chapter 5 and is used only during adaptation.
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6.2.1 Lp-norm (Diff-Lp) pooling

In this approach we pool a set of activations using an Lp-norm. A hidden unit
pool is formed by a set Rk of K affine projections which form the input to the
kth pooling unit, which we write as an ordered set (vector) ak = {w>i x + bi}i∈Rk

,
where x denotes some arbitrary input. The output of the kth pooled unit is
produced as an Lp norm:

fLp

(
ak; pk

)
= ||ak||pk

=
 1
K

∑
i∈Rk

|aki |pk

 1
pk

(6.1)

where pk is the learnable norm order for the kth unit, that can be jointly optimised
with the other parameters in the model. To ensure that (6.1) satisfies a triangle
inequality (pk ≥ 1; a necessary property of the norm), during optimisation pk

is re-parametrised as pk = ζ(ρk) = max(1, ρk), where ρk is the actual learned
parameter. For the case when pk = ∞ we obtain the max-pooling operator
Riesenhuber and Poggio [1999]:

||ak||∞ = max
(
{|aki |}i∈Rk

)
(6.2)

Similarly, if pk = 1 we obtain absolute average pooling (assuming the pool is
normalised by K). We refer to this model as Diff-Lp, and it is parametrised by
θLp = {{Wl,bl, ρρρl}L−1

l=1 ,WL,bL}. Sermanet et al. [2012] investigated fixed-order
Lp pooling for image classification, which was applied to speaker independent
acoustic modelling by Zhang et al. [2014]. Here we allow each Lp unit in the
model to have a learnable order p of Gülçehre et al. [2014], and we use the
pooling parameters to perform model-based test-only acoustic adaptation.

6.2.2 Gaussian kernel (Diff-Gauss) pooling

The second pooling approach estimates the pooling coefficients using a Gaussian
kernel. We generate the pooling inputs at each layer as:

zk =
{
ηk · φ(w>i x + bi)

}
i∈Rk

=
{
ηk · φ(aki )

}
i∈Rk

(6.3)

where φ is a non-linearity (tanh in this work) and ak is a set of affine projections
as before. A non-linearity is essential as otherwise (contrary to Lp pooling) we
would produce a linear transformation through a linear combination of linear
projections. ηk is the kth pool amplitude; this parameter is tied and learned
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per-pool as this was found to give similar results to per-unit amplitudes (but
with fewer parameters), and better results compared to setting to a fixed value
ηk = 1.0 [Swietojanski and Renals, 2015].

Given the activation (6.3), the pooling operation is defined as a weighted
average over a set Rk of hidden units, where the k-th pooling unit fG(·;θk) is
expressed as:

fG
(
zk;θk

)
=
∑
i∈Rk

ui(zk;θk)zki (6.4)

The pooling contributions u(zk;θk) are normalised to sum to one within each
pooling region Rk (6.5) and each weight ui(zk;θk) is coupled with the correspond-
ing value of zki by a Gaussian kernel (6.6) (one per pooling unit) parameterised
by the mean and precision, θk = {µk, βk}:

ui(zk;θk) = v(zki ;θk)∑
i′∈Rk

v(zki′ ;θk)
(6.5)

v(zki ;θk) = exp
(
−βk2

(
zki − µk

)2
)

(6.6)

Similar to Lp-norm pooling, this formulation allows a generalised pooling to be
learned – from average (β → 0) to max (β → ∞) – separately for each pool-
ing unit fG(zk;θk) within a model (see the next section for more details). The
Diff-Gauss model is thus parametrised by θG = {{Wl,bl,µµµl,βββl, ηηηl}L−1

l=1 ,WL,bL}.

6.3 Learning Differentiable Poolers

We optimise the acoustic model parameters by minimising the negative log proba-
bility of the target HMM tied state given the acoustic observations using gradient
descent and error back-propagation [Rumelhart et al., 1986]; the pooling param-
eters may be updated in a speaker-dependent manner, to adapt the acoustic
model to unseen data. In this section we give the necessary partial derivatives
for Diff-Lp and Diff-Gauss pooling.

6.3.1 Learning and adapting Diff-Lp pooling

In Diff-Lp pooling we learn pk which we express in terms of ρ, pk = ζ(ρk). Error
back-propagation requires the partial derivative of the pooling region fLp(ak; ρk)
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with respect to ρk, which is given as:

∂fLp(ak; ρk)
∂ρk

=
∑i∈Rk

log(|aki |) · |aki |pk

pk
∑
i∈Rk
|aki |pk

(6.7)

−
log∑i∈Rk

|aki |pk

p2
k

∂ζ(ρk)
∂ρk

fLp(ak; ρk)

where ∂ζ(ρk)/∂ρk = 1 when pk > 1 and 0 otherwise. The back-propagation
through the norm itself is implemented as:

∂fLp(ak; pk)
∂ak

= ak ◦ |ak|pk−2∑
i∈Rk
|aki |pk

◦Gk (6.8)

where ◦ represents the element-wise Hadamard product, and Gk is a vector of
fLp(ak; pk) activations repeated K times, so the resulting operation can be fully
vectorised:

Gk =
[
fLp(ak; pk)1, . . . , fLp(ak; pk)K

]>
(6.9)

Normalisation by K in (6.1) is optional (see also Section 6.5.1) and the partial
derivatives in (6.7) and (6.8) hold for the un-normalised case also: the effect of
this is taken into account in the forward activation fLp(ak; pk).

Since (6.7) and (6.8) are not continuous everywhere, they need to be stabilised
when ∑i∈Rk

|aki |pk = 0. When computing (6.7) it is also necessary to ensure that
aki > 0. In practise, we threshold each element to have at least a value ε = 10−8

if aki < ε. Note, this stabilisation concerns Lp units only.

6.3.2 Learning and adapting Diff-Gauss pooling regions

To learn the Diff-Gauss pooling parameters, we require the partial deriva-
tives ∂fG(zk)/∂µk and ∂fG(zk)/∂βk to update pooling parameters, as well as
∂fG(zk)/∂zk in order to back-propagate error signals to lower layers.

One can compute the partial derivative of (6.4) with respect to the input
activations zk as:

∂fG(zk)
∂zk

=
[
(zk)>

(
Ju(v(zk))Jv(zk)

)
+ u(zk)>

]>
(6.10)

where Ju(v(zk)) is the Jacobian representing the partial derivative ∂u(zk)/∂v(zk):

Ju(v(zk)) = ∂u(zk)
∂v(zk) =


∂u(zk

1 )
∂v(zk

1 ) · · · ∂u(zk
1 )

∂v(zk
K)

... . . . ...
∂u(zk

K)
∂v(zk

1 ) · · · ∂u(zk
K)

∂v(zk
K)

 (6.11)
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whose elements can be computed as:

∂u(zk)
∂v(zki ) =

( ∑
m∈Rk

v(zkm)
)−1 (

1− u(zki )
)

(6.12)

∂u(zk)
∂v(zki′)

=
( ∑
m∈Rk

v(zkm)
)−1 (

−u(zki )
)

(6.13)

Likewise, Jv(zk) represents the Jacobian of the kernel function v(zk) in (6.6) with
respect to zk:

Jv(zk) = ∂v(zk)
∂zk

=


∂v(zk

1 )
∂zk

1
· · · 0

... . . . ...
0 · · · ∂v(zk

K)
∂zk

K

 (6.14)

and the elements of Jv(zk) can be computed as:

∂v(zki )
∂zki

= −βk(zki − µk)v(zki ) (6.15)

Similarly, one can obtain the gradients with respect to the pooling parameters
θk. In particular, for βk, the gradient is:

∂fG(zk)
∂βk

=
∑
i∈Rk

[
(zk)>

(
Ju(v(zk))Jv(βk)

)]
i

(6.16)

where Jv(βk) = ∂v(zk)/∂βk and ∂v(zki )/∂βk is:

∂v(zki )
∂βk

= −1
2
(
zki − µk

)2
v(zki ) (6.17)

The corresponding gradient for ∂fG(zk)/∂µk is obtained below (6.18). Notice,
that ∂v(zki )/∂zki (6.15) and ∂v(zki )/∂µk (6.19) are symmetric, hence Jv(µk) =
−Jv(zk), and to compute ∂fG(zk)/∂µk one can reuse the (zk)>Ju(v(zk))Jv(zk)
term in (6.10), as follows:

∂fG(zk)
∂µk

=
∑
i∈Rk

[
(zk)>

(
Ju(v(zk))Jv(µk)

)]
i

= −
∑
i∈Rk

[
(zk)>

(
Ju(v(zk))Jv(zk)

)]
i

(6.18)

∂v(zki )
∂µk

= −∂v(zki )
∂zki

= βk(zki − µk)v(zki ) (6.19)
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Figure 6.2: Illustration of representational efficiency and adaptation principles behind
Lp unit. (a) unit circles as obtained under different norm p-orders. (b) An example
decision boundary for some two-class toy data. The Diff-Lp model is built out of
one Lp unit (with K = 2 linear inputs) and is able to draw highly non-linear decision-
regions. (c) The model from (b) with p = 1.0 and (d) p =∞. Red contours of the
bottom two plots illustrate (e) the effect of adaptation of the origin (biases) of the
linear inputs ak and (f) the effect of LHUC scaling. Further description in Section 6.4.
(Best viewed in colour.)
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6.4 Representational efficiency of pooling units

The aim of model-based ANN adaptation is to alter the learned speaker indepen-
dent representation in order to improve the classification accuracy for data from
a possibly mismatched test distribution. Owing to the highly distributed rep-
resentations that are characteristic of ANNs, it is rarely clear which parameters
should be adapted in order generalise well to a new speaker or acoustic condition.

Pooling enables decision boundaries to be altered, through the selection of
relevant hidden features, while keeping the parameters of the feature extractors
(the hidden units) fixed: this is similar to LHUC adaptation Swietojanski et al.
[2016]. The pooling operators allow for a geometrical interpretation of the de-
cision boundaries and how they will be affected by a constrained adaptation –
the units within the pool are jointly optimised given the pooling parametrisation,
and share some underlying relationship within the pool.

This is visualised for Lp units in Fig. 6.2. Fig. 6.2 (a) illustrates the unit
circles obtained by solving ||ak||p = d for different orders p, with d = 1.0 and
a pool of K = 2 linear inputs ak. Such an Lp unit is capable of closed-region
decision boundaries, illustrated in Fig. 6.2 (b). The distance threshold d is im-
plicitly learned from data (through the ak parameters given p), resulting in an
efficient representation Gülçehre et al. [2014], Zhang et al. [2014] compared with
representing such boundaries using sigmoid units or ReLUs, which would require
more parameters. Figs. 6.2 (c) and (d) show how those boundaries are affected
when p = 1 (average pooling) and p =∞ (max pooling), while keeping ak fixed.
As shown in Section 6.5 we found that updating p is an efficient and relatively
low-dimensional way to adjust decision boundaries such that the the model’s
accuracy on the adaptation data distribution improves.

It is also possible to update the biases (Fig. 6.2 (e), red contours) and the
LHUC amplitudes (Fig. 6.2 (f), red contours). We experimentally investigate how
each approach impacts adaptation WER in Section 6.5.2. Although models im-
plementing Diff-Gauss units are theoretically less efficient in terms of SI rep-
resentations compared to Lp units, and comparable to standard fully-connected
models, the pooling mechanism still allows for more efficient (in terms of number
of SD parameters) speaker adaptation.
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6.5 Results

6.5.1 Baseline speaker independent models

The structures of the differentiable pooling models were selected such that the
number of parameters was comparable to the corresponding baseline DNN mod-
els. For the Diff-Lp and Diff-L2 types, the resulting models utilised non-
overlapping pooling regions of size K = 5, with 900 Lp-norm units per layer.
The Diff-Gauss models had pool sizes set to K = 3 (this was found to work
best in our previous work [Swietojanski and Renals, 2015]) which (assuming non-
overlapping regions) results in 1175 pooling units per layer. Those parameters
were optimised on our TED development set dev2010.

6.5.1.1 Training speaker independent Diff-L2 and Diff-Lp models

For both Diff-Lp and Diff-L2 we trained with an initial learning rate of .008 (for
MFCC, PLP, FBANK features) and .006 (for fMLLR features). The learning rate
was adjusted using the newbob learning scheme [Renals et al., 1992] based on the
validation frame error rate. We found that applying explicit pool normalisation in
(6.1) gave consistently higher error rates (typically an absolute increase of 0.3%
WER): hence we used un-normalised Lp units in all experiments. We did not
apply post-layer normalisation [Zhang et al., 2014]. Instead, after each update
we scaled the columns (i.e. each aki ) of the fully connected weight matrices such
that their L2 norms were below a given threshold (set to 1.0 in this work). For
Diff-Lp models we initialised p = 2.0. Those parameters were optimised on TED
and directly applied without further tuning for the other two corpora. In this
work we have focussed on adaptation; Zhang et al. [2014] have reported further
speaker independent experiments for fixed order Lp units.

6.5.1.2 Training speaker independent Diff-Gauss models

The initial learning rate was set to 0.08 (regardless of the feature type), again
adjusted using newbob. Initial pooling parameters were sampled randomly from
normal distribution: µ ∼ N (0, 1) and β ∼ N (1, 0.5). Otherwise, the hyper-
parameters were the same as for the baseline ANN models.
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Table 6.1: Baseline WER(%) SI results on selected test sets of our benchmark corpora.

TED AMI SWBD
Model tst2010 amieval eval2000

ANN 15.0 29.1 22.1
Diff-Gauss 14.6 29.0 21.4
Diff-L2 14.6 28.5 21.3
Diff-Lp 14.5 27.6 21.3

6.5.1.3 Baseline speaker independent results

Table 6.1 gives speaker independent results for each of the considered model types.
The Diff-Gauss and Diff-L2/Diff-Lp models have comparable WERs, with a
small preference towards Diff-Lp in terms of the final WER on TED and AMI;
all have lower average WER than the baseline ANN. The gap between the pooled
models increases on AMI data where Diff-Lp has a substantially lower WER
(3.2% relative) than the fixed order Diff-L2 which in turn has a lower WER
than the other two models (Diff-Gauss and baseline ANN) by 2.1% relative.

Fig. 6.3 gives more insight into the Diff-Lp models by showing how the final
distributions of the learned order p differ across AMI, TED and SWBD corpora.
p deviates more from its initialisation in the lower layers of the model; there is
also a difference across corpora. This follows the intuition of how a multi-layer
network builds its representation: lower layers are more dependent on acoustic
variabilities, normalising for such effects, and hence feature extractors may differ
across datasets – in contrast to the upper layers which rely on features abstracted
away from the acoustic data. For these corpora, the order p rarely exceeded 3,
sometimes dropping below 2 – especially for layer 1 with SWBD data. However,
most Lp units, especially in higher layers, tend to have p ∼ 2. This corresponds
to previous work [Zhang et al., 2014] in which fixed Lp=2 units tended to obtain
lower WER. A similar analysis of Diff-Gauss pooling does not show large data-
dependent differences in the learned pooling parameters.

Training speed: Table 6.2 shows the average training speeds for each of the
considered models. Training pooled units is significantly more expensive than
training baseline ANN models. This is to be expected as the pooling opera-
tions cannot be easily and fully vectorised. In our implementation training the
Diff-Gauss or Diff-Lp models is about 40% slower than training a baseline
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Figure 6.3: Lp orders for the three corpora used in this work. Particular models share
the same structure of hidden layers (the same number of Lp units per layer – 900),
though both dimensionality of the output layers as well as the acoustic features used
to train each model, are different. Vertical black line at 2 denotes an initial p setting
of Lp units.
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Table 6.2: Average training speeds [frames/second] as obtained for each model type
on SWBD data and GTX980 GPGPU boards.

ANN Diff-Gauss Diff-L2 Diff-Lp

9k 5.2k 7.1k 5.4k

Table 6.3: WER(%) results for different subsets of adapted parameters on TED
(tst2010), AMI(amieval) and SWBD (eval2000) test-sets. L - #layers, P -
#pooling units in layer, K - pool size

Model #SD Parameters TED AMI SWBD

Diff-Lp - 14.5 27.6 21.3
+ LHUC P (L− 1) 12.8 25.8 20.5
+ Update p P (L− 1) 12.5 25.8 20.1
++ Update b (P + PK)(L− 1) 12.3 25.5 20.5
++ LHUC 2P (L− 1) 12.3 25.6 20.0

ANN. Not optimising p during training (6.7) decreases the gap to about 20%
slower. This indicates that training using fixed L2 units, and then adapting the
order p in a speaker adaptive manner could make a good compromise.

6.5.2 Adaptation experiments

We initially used the TED talks corpus to investigate how WERs are affected
by adapting different layers in the model. The results indicated that adapting
pooling operators in the bottom layer brings the largest drop in WER; however,
adapting more layers in the same way further improves the accuracy for both
Diff-Lp and Diff-Gauss models (Fig. 6.4 (a)). Since obtaining the gradients for
the pooling parameters at each layer is inexpensive compared to the overall back-
propagation, and adapting bottom layer gives largest gains, in the remainder of
this work we adapt all pooling units. Similar trends hold when pooling adaptation
is combined with LHUC adaptation, which on tst2010 improves the accuracies by
0.2-0.3% absolute.

Fig. 6.4 (b) shows WER vs. the number of adaptation iterations. The results
indicate that one adaptation iteration is sufficient and, more importantly, the
model does not overfit when more iterations are used. This suggests that it is not
necessary to regularise the model carefully (by Kullback-Leibler divergence [Yu
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with pooling operators and (optional) LHUC transforms and b) number of adaptation
iterations
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Table 6.4: WER(%) results for different subsets of adapted parameters of
Diff-Gauss model on TED (tst2010), AMI(amieval) and SWBD (eval2000)
test-sets. L - #layers, P - #pooling units in layer

Model #SD Parameters TED AMI SWBD

Diff-Gauss - 14.6 29.0 21.4
+ LHUC P (L− 1) 12.8 - -
+ Update µ P (L− 1) 13.1 - -
+ Update β P (L− 1) 13.1 - -
+ Update η P (L− 1) 12.7 - -
+ Update µ, β 2P (L− 1) 12.8 27.3 20.7
++ LHUC 3P (L− 1) 12.5 27.0 20.4
++ Update η 3P (L− 1) 12.3 26.9 20.3

et al., 2013b], for instance) which is usually required when weights that directly
transform the data are adapted. In the remainder, we adapt all models with a
learning rate of 0.8 for three iterations (optimised on dev2010).

Table 6.3 shows the effect of adapting different pooling parameters (including
LHUC amplitudes) for Lp units. Updating only p, rather than any other stand-
alone pooling parameter, gives a lower WER than LHUC adaptation with the
same number of parameters (cf Fig. 6.2); however, updating both brings further
reductions in WER. Adapting the bias is more data-dependent with a substan-
tial increase in WER for SWBD; this also significantly increases the number of
adapted parameters. Hence we adapted either p alone, or p with LHUC in the
remaining experiments

Table 6.4 shows similar analysis but for Diff-Gauss model. For Diff-Gauss,
it is beneficial to update both µ and β (as in Swietojanski and Renals [2015]), and
LHUC was also found to be complementary. Notice, adapting with LHUC scalers
is similar to altering η in eq. (6.3) (assuming η is tied per pool, as mentioned
in Section 6.2.2). As such, new parameters need not be introduced to adapt
Diff-Gauss with LHUC as it is the case for Diff-Lp units. In fact, last two
rows of Table 6.4 show that jointly updating µ, β and η gives lower WER than
updating µ, β and applying LHUC after pooling (see Fig. 6.1).

Analysis of Diff-Lp: Fig. 6.5 shows how the distribution of p changes
after the Diff-Lp model adapts to each of the 28 speakers of tst2013. We
plot the speaker independent histograms as well as the contours of the mean
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bin frequencies for each layer. For the adapted models the distributions of p
become less dispersed, especially in higher layers, which can be interpreted as
shrinking the decision regions of particular Lp units (cf Fig. 6.2). This follows
the intuition that speaker adaptation involves reducing the variability that needs
to be modelled, in contrast to the speaker independent model.

Taking into account the increased training time of Diff-Lp models, one can
also consider training fixed order Diff-L2 [Zhang et al., 2014], adapting p using
(6.7). The results in Fig. 6.5, as well as later results, cover this scenario. The
adapted Diff-L2 models display a similar trend in the distribution of p to the
Diff-Lp models.

Analysis of Diff-Gauss: We performed a similar investigation on the learned
Diff-Gauss pooling parameters (Fig. 6.6). In the bottom layers they are char-
acterised by a large negative means and positive precisions which has the effect
of turning off many units. After adaptation, some of them become more active,
which can be seen based on shifted distributions of adapted pooling parameters
in Fig. 6.6. The adaptation with Diff-Gauss has a similar effect as to the adap-
tation of slopes and amplitudes [Zhao et al., 2015, Zhang and Woodland, 2015],
but adapts K times fewer parameters.

6.5.2.1 Amount of adaptation data

We investigated the effect of the amount of adaptation data by randomly select-
ing adaptation utterances from tst2010 to give totals of 10s, 30s, 60s, 120s, 300s
and more speaker-specific adaptation data per talker (Fig. 6.7 (a)). The WERs
are an average over three independent runs, each sampling a different set of adap-
tation utterances (we did more passes in the previous chapter and [Swietojanski
and Renals, 2015], however, both LHUC and differentiable pooling operators were
not very sensitive to this aspect, resulting in small error bars between different
results obtained with different random utterances). The Diff-Lp models offer
lower WER and more rapid adaptation, with 10s of adaptation data resulting in
a decrease in WER by 0.6% absolute (3.6% relative) which further increases up
to 2.1% absolute (14.4% relative) when using all the speaker’s data in an unsu-
pervised manner. Diff-Gauss is comparable in terms of WER to a ANN adapted
with LHUC. In addition, both methods are complementary to LHUC adaptation, as
well as to feature-space adaptation with fMLLR (Tables 6.6 and 6.7).

In order to demonstrate the modelling capacities of the different model-based
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Figure 6.5: Layer-wise histograms of learned Lp orders (speaker independent) on
TED data (blue). The vertical line (dashed-black) at 2 is the initial value of p; the
black solid line denotes the mean contour (± standard deviations in yellow) of the
distribution of p obtained after adaptation to 28 speakers of tst2013. Likewise, the
dashed black line is the mean of the adapted Lp orders (± standard deviations in
red) starting from a fixed-order Diff-L2 speaker independent model. (Best viewed
in colour.)
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Figure 6.6: Layer-wise histograms of learned Diff-Gauss pooling parameters {µ, β}
during speaker independent training on TED. We also plot the altered mean contours
(± standard deviation) of the adapted pooling parameters on 28 speakers of tst2013.
(Best viewed in color.)
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Figure 6.7: WER(%) on tst2010 for different amounts of adaptation data with
(a) unsupervised and (b) oracle adaptation targets. (c) Adaptation accuracies on
Diff-Gauss as the quality of adaptation targets differs owing to the language model
used to re-score the first-pass hypothesis.
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adaptation techniques, we carried out a supervised adaptation (oracle) experi-
ment in which the adaptation targets were obtained by aligning the audio data
with reference transcripts (Fig. 6.7 (b)). We do not refine what the model knows
about speech, nor the way it classifies it (the feature receptors and output layer
are fixed during adaptation and remain speaker independent), but show that
the re-composition and interpolation of these basis functions to approximate the
unseen distribution of adaptation data is able to decrease the WER by 26.7%
relative for Diff-Lp + LHUC scenario.

6.5.2.2 Quality of adaptation targets

Since our approach relies on the adaptation targets obtained with a first-pass
decoding, we investigated the extent to which differentiable pooling methods are
sensitive to the quality of the adaptation targets. In this experiment we ex-
plored the differences in adaptation hypotheses resulting from different language
models, and assumed that the first pass adaptation data was generated by the
speaker independent model that will be adapted. The main results are shown
for Diff-Gauss in Fig. 6.7 (c) where the solid lines show WERs obtained with
a pruned 3-gram LM and different types of adaptation targets resulting from re-
scoring the adaptation data with stronger LMs. One can see there is not much
difference in adaptation accuracies resulting from different speaker independent
hypotheses (the absolute difference in WER due to the quality of adaptation tar-
gets is about 3% absolute). This trend holds regardless of the amount of data
used for adaptation and the overall findings holds also for Diff-Lp and Diff-L2

models (results not reported due to space constraints).

6.5.2.3 Summary of results

Results for the proposed techniques are summarised in Tables 6.5, 6.6, and 6.7 for
AMI, TED, and SWBD, respectively. The overall observed trends are as follows:
(I) speaker independent pooling models return lower WERs than the baseline
ANNs: Diff-Gauss < Diff-L2 ≤ Diff-Lp (although the last two seem to be
data-dependent); (II) the pooling models (Diff-Gauss, Diff-L2 and Diff-Lp)
are complementary to both fMLLR and LHUC adaptation – as expected, the final
gain depends on the degree of data mismatch; (III) one can effectively train
speaker independent Diff-L2 models and later alter p in a speaker dependent
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Figure 6.8: WER(%) for different qualities of adaptation targets for the adapted (a)
Diff-Lp and (b) Diff-Gauss acoustic models. Terms 3gm.p07, 3gm, 4gm and
4gm.big correspond to 3gm-312MW.p07, 3gm-312MW, 4gm-312MW and 4gm-751MW,
respectively. Pruning threshold was set to 10−7. Notation ’LM+resc.LM’ means
the first pass adaptation targets were obtained with ’LM’ (possibly re-scored with
this LM) and the corresponding adapted model second pass hypotheses were finally
re-scored with ’resc.LM’. See text for further description.
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Table 6.5: WER(%) on AMI - Individual Headset Microphones and AM trained on
FBANK features

Model amidev amieval

ANN 26.8 29.1
+LHUC 25.6 27.1
Diff-Gauss 26.7 29.0
+ Update µ, β 26.0 27.3
++LHUC 25.7 27.0
Diff-L2 26.1 28.5
+ Update p 25.5 26.9
++LHUC 25.3 26.7
Diff-Lp 25.4 27.6
+ Update p 24.7 25.8
++LHUC 24.7 25.6

manner; (IV) the average relative improvement across all tasks with respect to
baseline unadapted ANN models were 6.8% for Diff-Gauss, 9.1% for Diff-L2

and 10.4% for Diff-Lp; and (V) when comparing LHUC adapted ANN to LHUC

adapted differentiable pooling models, the relative reductions in WER for the
pooling models were 2%, 3.4% and 4.8% for Diff-Gauss, Diff-L2 and Diff-Lp,
respectively.

6.6 Summary and Discussion

We have proposed the use of differentiable pooling operators with DNN acoustic
models to perform unsupervised speaker adaptation. Differentiable pooling oper-
ators offer a relatively-low dimensional set of parameters which may be adapted
in a speaker-dependent fashion.

We investigated the complementarity of differentiable pooling adaptation with
two other approaches – model-based LHUC adaptation and feature-space fMLLR
adaptation. We have not performed an explicit comparison with an i-vector
approach to adaptation. However, some recent papers have compared i-vector
adaptation with either LHUC and/or fMLLR on similar data which enables us to
make indirect comparisons. For example, Samarakoon and Sim [2016] showed that
speaker-adaptive training with i-vectors gives a comparable results to test-only
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LHUC using TED data, and Miao et al. [2015] suggested that LHUC is better than
a standard use of i-vectors (as in [Saon et al., 2013]) on TED data, with a more
sophisticated i-vector post-processing needed to equal LHUC. Since the proposed
Diff-Lp and Diff-Gauss techniques resulted in WERs that were at least as good
as LHUC (and were found to be complementary to fMLLR) we conclude that the
proposed pooling-based adaptation techniques are competitive.

We leave as a further work an extension of the proposed techniques to speaker
adaptive training (SAT) [Anastasakos et al., 1996, Gales, 2000], for example in a
similar spirit as proposed in the context of SAT-LHUC in the previous chapter. In
addition it would be interesting to investigate the suitability of adapting pooling
regions in the framework of sequence discriminative training [Povey, 2003, Kings-
bury, 2009, Vesely et al., 2013a]. Our experience of LHUC in this framework,
presented in previous chapter, together with the observation that the pooling
models are not prone to over-fitting in the case of small amounts of adaptation
data, suggests that adaptation based on differentiable pooling is a promising
technique for sequence trained models.



Chapter 6. Differentiable Pooling 110

Table 6.6: Summary WER(%) results on TED test sets from IWSLT12 and IWSLT13
evaluations.

Model dev2010 tst2010 tst2011 tst2013

Baseline models
ANN 15.4 15.0 12.1 22.1
+LHUC 14.5 12.8 11.0 19.2
+fMLLR 14.5 12.9 10.9 20.8
++LHUC 14.1 11.8 10.3 18.4

Diff-Gauss models
Diff-Gauss 15.4 14.6 11.9 21.8
+ Update µ, β 14.5 12.8 11.2 19.5
++LHUC 14.1 12.5 10.8 18.7
+fMLLR 14.6 13.1 10.9 21.1
++ Update µ, β 14.3 12.4 10.7 19.4
+++LHUC 14.1 12.1 10.5 18.9

Diff-L2 models
Diff-L2 15.0 14.6 11.8 21.7
+ Update p 14.1 12.6 11.0 18.5
++LHUC 13.9 12.3 10.8 18.1

Diff-Lp models
Diff-Lp 14.9 14.5 11.7 21.6
+ Update p 14.2 12.5 10.8 18.4
++LHUC 14.0 12.2 10.6 17.9
+fMLLR 14.0 12.5 10.6 20.3
++ Update p 13.7 11.5 10.0 18.0
+++LHUC 13.4 11.4 9.8 17.6
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Table 6.7: Summary WER(%) results on Switchboard eval2000

eval2000

Model SWB CHE TOTAL

Baseline models
ANN 15.8 28.4 22.1
+LHUC 15.4 27.0 21.2
+fMLLR 14.3 26.1 20.3
++LHUC 14.2 25.6 19.9

Diff-Gauss models
Diff-Gauss 15.1 27.8 21.4
+ Update µ, β 14.8 26.6 20.7
++LHUC 14.6 26.2 20.4
+fMLLR 14.4 26.1 20.3
++ Update µ, β 14.3 25.5 19.9

Diff-L2 models
Diff-L2 14.9 28.0 21.3
+ Update p 14.2 26.0 20.1
++LHUC 14.2 25.9 20.1
+fMLLR 13.9 25.5 19.7
++ Update p 13.5 24.9 19.2

Diff-Lp models
Diff-Lp 14.8 28.0 21.3
+ Update p 14.2 26.0 20.1
++LHUC 14.1 25.9 20.0
+fMLLR 13.7 25.3 19.5
++ Update p 13.5 24.6 19.0
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Chapter 7

Multi-task Acoustic Modelling and
Adaptation

This chapter is based on [Swietojanski, Bell, and Renals, 2015] published at ISCA
Interspeech. The chapter proposes a multi-task adaptation approach in which
mono-phone targets are used to adapt a context-dependent tied-states layer, we
also present a number of experiments on low-resource acoustic modelling.

7.1 Introduction

Modelling context-dependent (CD) phones using tied-state clustered trees, ini-
tially proposed by Young and Woodland [1994], has been a cornerstone of acoustic
modelling for more than two decades, providing a flexible data-driven framework
for managing the trade-off between the amount of training material and the final
size of the model. Combining this technique within hybrid ANN-HMM frame-
work was one of the major factors in the recent success of ANNs for acoustic
modelling.

Despite its widespread and successful use, the optimal clustering for GMM-
based systems is often suboptimal for ANNs [Wang and Sim, 2014, Bacchiani
and Rybach, 2014]. Under data-constrained conditions some additional initial-
isation techniques [Dahl et al., 2012, Seide et al., 2011, Zhang and Woodland,
2014b, Swietojanski et al., 2012, Miao and Metze, 2013] need to be applied to
fully utilise large CD trees and acoustic adaptation of such models is harder with
small amounts of data due to sparsity of adaptation targets. To address some of
those issues we propose a structured output layer – an approach that allows the

113
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optimisation and prediction of CD and context-independent (CI) targets jointly,
with an explicit dependence of CD targets on CI targets. This makes it possible
to use CI predictions at test time as well as learning a more difficult task in com-
bination with an easier one and adapt the CD model with auxiliary monophone
targets.

7.2 Structured Output Layer

We build our model based on a multi-task (MT) learning approach of Caru-
ana [1997] and its applications to robust [Parveen and Green, 2003] and cross-
lingual [Huang et al., 2013b, Heigold et al., 2013, Ghoshal et al., 2013] acoustic
modelling, where the hidden representation is shared and jointly optimised across
tasks. In this chapter we are concerned with multi-task training and adaptation
within a single language. The choice of an auxiliary task was inspired by the work
of Zhang and Woodland [2014b] who found the use of CI targets for layer-wise
discriminative pre-training followed by CD fine-tuning leads to models that bet-
ter generalize, and, due to the low dimensionality of the CI task, are also faster
to pre-train. The idea of layer-wise pre-training itself was proposed by Bengio
et al. [2007] and was further explored in acoustic modelling for speech recogni-
tion by Seide et al. [2011]. However, in [Seide et al., 2011], contrary to [Zhang
and Woodland, 2014b], pre-training and fine-tuning relied on the same context-
dependent task. More recently Bell and Renals [2015] extended the CI-based
initialisation technique to multi-task training where both context-independent
and context-dependent targets are jointly trained. All these methods implicitly
implement a form of curriculum learning [Bengio et al., 2009] where a lower en-
tropy task (with respect to the complexity of classification task or the number of
the optimised weights used for intermediate predictions) is employed to iteratively
place some relevant prior on the parameters: for example, by forcing the model
to predict simpler (but related) concepts first, or using initially fewer parameters
which are then expanded as the training progresses.

In this chapter we further extend [Zhang and Woodland, 2014b, Bell and
Renals, 2015] by using the CI layer not only at the (pre-)training stage but
also to compute CD outputs at run-time and use it for multi-task unsupervised
speaker adaptation – the structured output layer (SOL). The SOL estimates the
CI outputs mt as an auxiliary task – (7.1) and (7.2). In the original multitask
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formulation, the CD outputs qt would be estimated independent of the CI outputs
at runtime – (7.3) and (7.4) – whereas using the SOL, the CD outputs are given
by (7.5) and (7.6). If am represents the CI layer activations, and as and asm
represent the CD layer activations with and without dependency on the the CI
layer, then we have:

am =
(
M>xt + m

)
(7.1)

P (mt|Ōt) = softmax(am) (7.2)

as =
(
S>xt + b

)
(7.3)

P (qt|Ōt) = softmax(as) (7.4)

asm =
(
S>xt + C>ψ (am) + b

)
=
(
as + C>ψ (am)

)
(7.5)

P (qt|Ōt) = softmax(asm), (7.6)

where ot is the acoustic input. The SOL layer, depicted in Fig 7.1, is then
composed of parameters θSOL = {S,M,C,b,m}, where S ∈ RX×S and b ∈ RS

represent hidden to CD weight matrix and bias, respectively. M ∈ RX×M and
m ∈ RM are for hidden to CI targets while C ∈ RM×S are the CI to CD connection
weights, allowing us to use the easier monophone prediction task when deciding
on the (harder) context-dependent tied-state both at training and run-time. ψ is
the nonlinearity used for the activations of the CI layer in the SOL. The remaining
part of the model follows the usual structure with L hidden layers {h1, . . . ,hL}.
In the remainder of this chapter, we will be focused mostly on the SOL layer itself,
rather than the model as a whole. As such, we introduce an auxiliary variable
xt ∈ RX which denotes the vector of top hidden layer activations at a time t, or
when considering a mini-batch of examples, xt becomes x ∈ RX×B, where B is
the mini-batch size.

The multi-task optimisation objective may be expressed as a weighted average
of the sub-objectives of N separate tasks:

F =
N∑
i=1

αiFi (7.7)

In this case, the global cost has two components; CD (Fs = −∑t logP
(
qt|Ōt;θs

)
)

and CI (Fm = −∑t logP
(
mt|Ōt;θm

)
) and both are optimised by gradient de-

scent on the negative log likelihood over T training examples. Note that we obtain
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softmax

softmax

.

Figure 7.1: The model with the structured output layer (SOL). P (q|x) can be com-
puted with or without a dependendency on the mononphone layer to compute either
asm (7.5) or as (7.3).

both predictions in parallel in a single forward-pass which is different from Bell
and Renals [2015] and from the multi-task framework in general, where the tasks
are usually treated as independent and processed sequentially. Effectively, the
gradients used to update the parameters are expressed as the weighted average
(using hyper-parameter α) of the two tasks with the kth parameter’s gradient
taking the following form:

∂F
∂θk

= −
T∑
t

[
(1− α) ∂

∂θks
logP

(
qt|Ōt;θs

)
+ α

∂

∂θkm
logP

(
mt|Ōt;θm

) ]
(7.8)

Given that θ includes all the model parameters (including those in the hidden
layers), the task-specific parameter subsets are defined as θs = θ \ {M,m} and
θm = θ \ {S,C,b} for Fs and Fm, respectively. In practice, to perform updates,
we simply set unrelated gradients (with respect to the given cost) to zero when
computing final partial derivatives in (7.8), for example, we set ∂Fm/∂S = 0 and
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scale the corresponding learning rate for ∂Fs/∂S by 1/(1− α). Likewise, for Fm
we set ∂Fs/∂θm = 0 and scale the CI learning rate by 1/α.

Depending on our assumptions, the back-propagation of the CD errors may
also influence the parameters on the CI path, including the Fm classification layer.
We consider four scenarios:

1. Gradients of Fs on the “monophone” path are truncated after C and the
back-propagated errors from the cost Fs to the lower layers are:

∂Fs
∂xt

=
∂logP

(
qt|Ōt;θs

)
∂as

∂as
∂xt

2. Gradients flow through M down to the lower layers, but M and m are
considered constant relative to Fs, so {∂Fs/∂M, ∂Fs/∂m} = 0 and the
error signals are:

∂Fs
∂xt

=
∂logP

(
qt|Ōt;θs

)
∂as

∂as
∂xt

+
∂logP

(
qt|Ōt;θs

)
∂asm

∂asm
∂ψ

∂ψ

∂am
∂am
∂xt

(7.9)

3. FS influences all dependent parameters, so the back-propagation is as in
point 2 above, but partial derivatives ∂Fs/∂M and ∂Fs/∂m are non-zero
and used to update M and m in eq. (7.8).

4. C in not learned jointly in MT learning but is added at a post-processing
stage and fine-tuned given the predictions for P

(
qt|Ōt;θs

)
and P

(
mt|Ōt;θm

)
The model with a SOL layer exhibits the advantages of classic single-language

multi-task approaches [Bell and Renals, 2015, Chen et al., 2014, Seltzer and
Droppo, 2013] – its hidden representation is shared across the tasks, so the result-
ing features are less prone to over-fitting and, as a result, should yield a better
generalisation.

Similar approaches to better handle the sparsity of CD states in small amounts
of adaptation data with auxiliary targets have been proposed by Price et al. [2014]
and Huang et al. [2015a]. Price et al. [2014] proposed to add an additional mono-
phone layer after the one modelling CD states, and then adapted the model with
back-propagation and errors computed for the monophone layer. This hierarchi-
cal approach is somewhat similar to the concept of adaptation with a linear out-
put [Li and Sim, 2010]. The work of Huang et al. [2015a], which was published
independently to ours at the same conference, focuses primarily on multi-task
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adaptation. They investigated different types of targets for a secondary adapta-
tion task, including monophones (as in this work) and also clustered the initial
CD states to form an auxiliary adaptation characterised by lower sparsity com-
pared to monophones. Moderate gains were obtained with MT adaptation and
monophone targets as an auxiliary task.

The other potential advantage comes from a modelling perspective: it is well
known that a perceptron (or a logistic classification layer) can only solve linearly
separable problems, with Exclusive Or (XOR) being an infamous example of
a non-linearly separable problem [Minsky and Papert, 1969]. It is also clear
that the transformed acoustic features in the top hidden layer retain highly non-
linear characteristics (this can be seen by an error analysis). The well known
solution for the “perceptron problem” is an extra intermediate layer connecting
the inputs with the outputs [Rumelhart et al., 1986], or in a even simpler scenario,
an extra unit describing the relation between the inputs and sending the outcome
to the output unit. The latter case is what an auxiliary layer can do in our
model, projecting the activations onto CI space, based on which the CD layer
can additionally partition the CD space using CI predictions.

The idea of auxiliary targets has been investigated as a “local” coordinate
optimisation system [Carreira-Perpiñán and Wang, 2014], where a long chain of
back-propagation through many layers is replaced by a shallow sequence of layer-
oriented objectives.

7.3 Experiments

We carried our experiments using the TED talks corpus and the Switchboard
corpus of conversational telephone speech, described in Sections 4.2 and 4.4, re-
spectively. For Switchboard we exactly follow the recipe described in 4.4 and
used in Chapters 5 and 6.

For TED talks we primarily work on 143 hours of training data as used in
the previous chapters. For the purpose of this work, we additionally sub-sample
random subsets of 10 and 30 hours of training material to simulate low-resource
conditions. We performed most experiments on the 30 hours split, reporting re-
sults for the most promising configurations on 10 hours and the full 143 hours.
For the CI task we use 186 position-dependent phones, and in some control exper-
iments we use 45 monophones. For data constrained scenarios (10 and 30 hours)
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Table 7.1: WER(%) results on tst2010 set. Models trained on 30 hour data-split
with MT interpolation hyper-parameter α = 0.3.

Model tst2010 +4gm-312MW

S1 ANN (1k hidden units) 23.1 ± 0.1 19.7
S2 SOL-ANN const.∂Fs/∂{M,m} 22.8 19.5
S3 SOL-ANN ∂Fs/∂θm 21.9 ± 0.2 18.7
S4 SOL-ANN + PI Monophones 22.7 19.4
S5 SOL-ANN + Retrained CD 22.5 19.2
S6 ANN (2k hidden units) 22.6 19.2
S7 SOL-ANN (2k hidden units) ∂Fs/∂θm 21.6 18.5

our models have 6 hidden layers with 1,000 units each. We additionally perform
low-rank factorisation of the output CD layer by inserting a linear-bottleneck
[Sainath et al., 2013a, Grezl et al., 2007], i.e. our layer becomes S = Sin × Sout,
where Sin ∈ RX×L and Sout ∈ RL×S with L=256.

7.3.1 Structured output layer

In this section we look at different training scenarios for ANN with structure
output layer, termed SOL-ANN, comparing with a baseline ANN model, with 1,000
hidden units and the low-rank factorisation of the CD output layer. The baseline
results are given in row (S1) of Table 7.1.

We explored the training scenarios outlined in Section 7.2. We found that
both truncation of C (scenario 1) and optimising C as a post-processing step
(scenario 4) resulted in very high frame error rates in comparison with the base-
line. Row (S2) gives word error rates (WERs) for the case where the CD cost is
not used to update M and m; row (S3) shows the opposite scenario indicating
that updating the CI-dependent parameters using the Fs cost yields the lowest
WER, 21.9%, a 6% relative improvement over the baseline (pv<0.001). Row (S4)
is a model trained on 45 position-independent phones (compared to the other
models utilising 186 position-dependent phones). Model (S5) is built from the
hidden representation of (S3) with a new CD regression layer showing that both
the SOL layer and multitask training are important.1 Finally, rows (S6) and (S7)

1We did some sanity checks, and the corresponding models (S1) and (S3) with retrained top
layers converged to their base model accuracies when all layers were jointly optimised.
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Table 7.2: WER(%) on tst2010 set for different M to C ψ activations. The base
model is SOL-ANN ∂Fs/∂θm and MT interpolation hyper-parameter α = 0.3

ψ-activation
linear softmax sigmoid relu tanh
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Figure 7.2: WER and FER as a function of MT interpolation hyper-parameter α.

present WERs for larger models showing a gain of over 1% absolute (or 0.7% for
re-scored lattices, pv<0.001) gain for the SOL-ANN structure.

Table 7.2 presents WERs for different activation functions (ψ) connecting M
and C using model (S3) from Table 7.1. The linear connection was found to
work best, and in the following part of the chapter we follow the structure and
optimisation procedure used to train model (S3).

Figure 7.2 shows WER (on tst2010), as well as corresponding CD and CI
frame error rates (FER) for different weighting constants α, the best WER results
(and also FER for CD task) were obtained with α=0.3.

Finally, Fig 7.3 shows convergence plots of baseline and SOL-ANN models (no
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Figure 7.3: Top) Convergence plots for SOL-ANN and baseline CD/CI models models
on dev2010. Bottom) Distribution of CD states obtained from ground-truth labels
and the estimates of ANN and SOL-ANN models.

significant differences) as well as the predicted distributions of CD states under
both models compared with the expected one obtained using ground-truth align-
ments of dev2010 (all sorted by occurrence frequencies). The SOL-ANN better
deals with modelling a tail of a distribution, which could explain why there are
only small differences in the log likelihoods but significant reductions in word
error rates.

7.3.2 Multi-task adaptation

In this section we investigate the feasibility of using the CI targets to aid un-
supervised two-pass adaptation. Our motivation is that CI modelling is usually
characterised by a lower frame error rate, and at the same time there is less spar-
sity in the distribution of CI targets, given the same amount of adaptation data,
hence potentially better suited for adaptation compared to a CD-only objective.

We adapt the speaker-independent models with learning hidden unit con-
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Table 7.3: Detailed results on tst2010 and unsupervised adaptation with multi-task
LHUC using auxiliary targets on 30 hours models (4gm-312MW LM). The scenario when
α = 0 corresponds to pure CD adaptation. Likewise α = 1 is pure CI adaptation.

MT hyper-parameter α
System 0 0.3 0.5 0.7 1

Baseline 18.6
Adaptation with 10 seconds per speaker
+LHUC 18.0 18.0 17.9 18.2 18.45
Adaptation with all speaker’s data
+LHUC 16.0 15.7 15.8 15.7 16.1

tributions (LHUC) described in Chatper 5 with unsupervised adaptation data.
We report our control adaptation results for two scenarios, using both a limited
amount of 10 seconds of speech per speaker as well as full two pass adaptation.
For the 10s scenario we repeated the experiments 5 times, for randomly selected
utterances, and report the average WERs.

The results on tst2010 are reported in Table 7.3 showing that around 0.1-
0.3% absolute gain was obtained on top of CD-only adaptation for both scenarios.
We observe similar gains when adapting models on other test sets. With α = 0.5,
WER on dev2010 is 0.3% abs. lower for the 10s adaptation scenario. Similarly to
tst2010, interpolated (α = 0.5) adaptation on dev2010 with the whole speaker’s
data reduced the WER by 0.2% abs. when compared to CD-only adaptation.
On tst2011 adapting with 10s gave smaller reductions for both methods (0.2%
abs.) regardless of α; this could be due to the fact tst2011 is better matched
to training conditions and benefits less from adaptation. Figure 7.4 shows CD
frame error rates for different settings of CD/CI interpolation coefficient α.

7.3.3 Full TED and Switchboard

We also report summary results on the three scenarios for TED (10, 30 and
143 hours of training data) in Table 7.4 using 4gm-751MW LM which is the same
with the one used in Chapters 5 and 6. In particular, we compare multi-task
adaptation of SOL-ANN models using LHUC (denoted as LHUC (MT)) with the sce-
nario where LHUC parameters are estimated using only a single CD task. The
results are reported in Table 7.4 and show that adapting with LHUC (MT), on
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average across all 4 datasets, bring small but consistent gains (pv<0.01). This
is in line with Huang et al. [2015a] where also only moderate gains from MT
adaptation were obtained. Multi-task SOL-ANN models are also much better in
speaker-independent under-resourced acoustic modelling offering consistent accu-
racy improvements over the baseline ANN models (pv<0.001). For larger SOL-ANN

models and more training data the gains from MT training diminish in both
speaker-independent and speaker-adaptive settings, similar conclusion for MT
training was also found in [Siohan, 2016]. Some additional insights are given
in [Bell et al., 2016], which suggest the importance of sequential, rather than
parallel, presentation of the auxiliary tasks.

On Switchboard (Table 7.5) the SOL-ANN model reduced the WER on the
Switchboard (SWB) part while at the same time increasing the WER on the
CallHome (CHE) test data, an increase of 0.2% WER on average compared with
ANN-HMM baseline. This indicates the SOL layer might overfit conditions of
training data, hence improvement in WERs on matched conditions of SWBD
part of test set, but deterioration in WER on CHE part.
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Table 7.4: Summary results on the remaining TED test-sets and different amounts of
training material and LHUC adaptation and 4gm-751MW language model. LHUC (MT)
stands for multi-task adaptation with α = 0.5.

WER (%)
System dev2010 tst2010 tst2011 tst2013

10 hour
ANN 23.1 24.0 19.4 34.7
SOL-ANN 21.6 22.5 18.0 32.8
+LHUC 19.7 19.4 16.6 28.7
+LHUC (MT) 19.5 19.0 16.4 28.6

30 hour
ANN 19.8 19.7 15.8 28.9
SOL-ANN 19.0 18.4 15.4 27.6
+LHUC 17.3 15.8 13.3 23.8
+LHUC (MT) 17.0 15.7 13.0 23.8

143 hour
ANN 15.4 15.0 12.1 22.1
SOL-ANN 15.5 15.1 12.0 22.1
+LHUC 14.5 12.9 10.9 19.1
+LHUC (MT) 14.5 12.8 10.9 19.2

Table 7.5: WER(%) on Switchboard Hub00

Hub5’00
Model SWB CHE TOTAL

ANN 15.8 28.4 22.1
SOL-ANN 15.6 28.9 22.3

7.4 Summary

In this chapter we have proposed a structured output layer, an approach in which
an auxiliary (context-independent) task is used as a regulariser during training
but also as an auxiliary predictor in deriving context-dependent tied states for
decoding. We have investigated various training strategies for this technique, and
have shown that SOL-ANN approach is an effective way of addressing an issue of
unsupervised adaptation with sparse data.



Chapter 8

Unsupervised multi-lingual
knowledge transfer

This chapter is based on [Swietojanski, Ghoshal, and Renals, 2012] published at
IEEE Spoken Language Technology Workshop (SLT) and concerns multi-lingual
knowledge transfer using restricted Boltzmann machines.

8.1 Introduction

In this chapter we are concerned with building acoustic models with limited
amounts of transcribed audio. We assume that we have untranscribed audio in
the chosen language, as well as in other languages. The key question that we
address is how to usefully employ this untranscribed acoustic data for speech
recognition of the target language. We consider this in the context of ANN
acoustic models for the target language, which can take advantage of the un-
transcribed audio using unsupervised pretraining techniques. We use layer-wise
restricted Boltzmann machine (RBM) initialisation of an ANN [Hinton et al.,
2006], an unsupervised procedure, in which a deep generative model of the acous-
tic data is estimated and used to initialise the weights of the ANN, which are
then refined using supervised training on transcribed acoustic data in the target
language. The generative model may be of acoustics in the same language (in-
domain) or a different language (out-of-domain). Through these experiments we
aim to develop a better understanding of cross-lingual knowledge transfer, as well
as unsupervised pretraining. In this chapter we use the ANNs in both tandem
and hybrid configurations.

125
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8.2 Review of low-resource acoustic modelling

In cross-lingual speech recognition, knowledge from one or more languages is
used to improve speech recognition for a target language that is typically low-
resourced. A number of techniques for cross-lingual acoustic modelling have been
published including the use of global phone sets [Schultz and Waibel, 2001a,b] and
multilingual ANN posterior features for tandem GMM-HMM systems where the
posterior is estimated for either context-independent phones [Grézl et al., 2011,
Thomas et al., 2012b,a, Lal and King, 2013], context-dependent tied states using
an ANN with a bottleneck layer [Knill et al., 2013] or articulatory features [Lal
and King, 2013]. In the spirit of the hybrid approach, one can use multi-lingual
ANN posteriors to model HMM state distributions using the Kullback-Liebler
hidden Markov model (KL-HMM) approach [Imseng et al., 2012]. GMM-HMM
systems may be improved by subspace Gaussian mixture models (SGMMs) with
a shared multilingual phonetic subspace [Burget et al., 2010, Lu et al., 2014].
There also exist zero-resource approaches relying on cross-lingual bootstrapping
with unsupervised training of the target language [Vu et al., 2011]. These ap-
proaches rely on transcribed audio data for building automatic speech recognition
(ASR) systems in some source languages that may or may not be linguistically re-
lated to the target language. These approaches assume that only a small volume
of transcribed target language audio is available, and in some cases the target lan-
guage audio is assumed to be entirely untranscribed [Schultz and Waibel, 2001b,
Vu et al., 2011, Saiko et al., 2014].

Prior to 2012, when the work in this chapter was performed, cross-lingual
acoustic modelling had mainly focussed on tandem approaches that require tran-
scribed data in the source language(s). A common approach relied on a direct use
of posterior features obtained from a source language ANN [Stolcke et al., 2006],
the use of cross-lingual bottleneck features [Grézl et al., 2011], training/initialising
a neural network using transcribed source language acoustics, then retraining the
network with transcribed target language acoustics, using a phoneset mapping
where necessary [Thomas et al., 2010, 2012a], and posterior features derived from
networks trained to estimate articulatory features [Çetin et al., 2007, Lal, 2011].
To the best of our knowledge, [Swietojanski et al., 2012] was the first work where
unlabelled acoustic data from a different language is successfully used to improve
speech recognition accuracy. A similar findings to ours, but based on initialisation
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using stacked auto-encoders were later also reported by Gehring et al. [2013].
There has been work investigating the applicability of supervised cross-lingual

knowledge transfer for hybrid systems. The most successful approach seems to be
multi-task joint training of hybrid acoustic models using language-dependent out-
put layers with a shared hidden representation [Heigold et al., 2013, Huang et al.,
2013b]. Those approaches are conceptually very similar to the work of Thomas
et al. [2012a]. Ghoshal et al. [2013] proposed a hat-swapping approach in which
hidden representation is shared and sequentially optimised using multiple lan-
guages - this technique may be considered as a cross-lingual initialisation, similar
to the work presented in this chapter, but in a supervised manner.

Low-resource acoustic modelling may be also considered as an adaptation
problem, i.e. given a reliably trained ANN how to adapt it to a target language.
There have been a number of techniques investigating this front which overlap
with the solutions proposed for acoustic adaptation, for example, Motlicek et al.
[2015] investigated the use of language-dependent layers, and [Mohan and Rose,
2015] additionally factorised the layer of low-resource target language to further
limit the number of parameters. Likewise MLLR, CMLLR and MAP techniques,
classically developed for adaptation in GMM-HMM based systems, have been ap-
plied to cross– and multi–lingual acoustic modelling [Bub et al., 1997, Nieuwoudt
and Botha, 2002, Zgank et al., 2003].

Perhaps the most obvious way to deal with the low-resource scenario is by
transforming it to a rich-resource one. If there are some initial resources to build
a seed system one can obtain more supervision material using this system to
transcribe more data and hence build a better system. Those techniques are often
refereed to as semi-supervised training and are applicable to both mono— and
multi–lingual settings [Vesely et al., 2013b, Motlicek et al., 2015]. In fact this is yet
another link between adaptation and tackling under-resource scenarios, as many
adaptation techniques (including the ones proposed in Chapters 5 and 6) rely
on two-pass systems to obtain adaptation targets. The semi-supervised training
approaches scale this approach up to full system re-training. Also, industrial
systems mostly rely on semi-supervised training, often using some confidence
measures to select sufficiently reliable training segments.
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8.3 ANNs and restricted Boltzmann machines

Training deep networks directly results in a difficult optimization problem when
small amounts of supervised data are available and an unsupervised pretraining
phase using greedy layer-wise training of RBMs [Hinton et al., 2006] or stacked
autoencoders [Bengio et al., 2007] has been shown to give good results. More
recently, supervised layer-wise training with early stopping was shown to achieve
comparable or better results than unsupervised pretraining on a relatively large
speech recognition task [Seide et al., 2011]. For our investigation of unsupervised
cross-lingual pretraining, RBMs were a natural first choice due to their previous
successful application in speech recognition [Mohamed et al., 2012, Dahl et al.,
2012].

RBMs are bipartite undirected graphical models, with a set of nodes corre-
sponding to observed random variables (also called visible units) and a set of
nodes corresponding to latent random variables (or hidden units), that only al-
low interactions between the two sets of variables (that is, between the visible
and hidden units) but not within either set of nodes. The joint probability of the
visible units v and hidden units h is defined as:

P (v,h) = 1
Zh,v

e−E(v,h), (8.1)

where Zh,v = ∑
h
∑

v e
−E(v,h) is the normalising partition function. Visible units

are real-valued for speech observations and binary-valued otherwise; hidden units
are always binary-valued.

In the case of binary visible units, we have a Bernoulli-Bernoulli RBM whose
energy function E(v,h) is defined as:

EB-B(v,h) = −v>Wh− b>v v− b>hh, (8.2)

and for real-valued visible units we use a diagonal covariance Gaussian-Bernoulli
RBM whose energy function is given by:

EG-B(v,h) = −vTWh− 1
2(v− bv)T (v− bv)− bThh. (8.3)

W is a symmetric weight matrix defining interactions between vectors v and h
while bv and bh are additive bias terms for visible and hidden units, respectively.
RBM pretraining maximises the likelihood of the training samples using the con-
trastive divergence algorithm [Hinton et al., 2006]. When multiple layers have to
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be initialised the parameters of the given layer are frozen and its output is used
as the input to the higher layer which is optimised as a new RBM. This procedure
is repeated until the desired number of layers is reached.

When used in tandem configuration [Hermansky et al., 2000], the ANN out-
puts correspond to posterior probabilities of the context-independent phones in
the language (in our case, 44 for German). The outputs are Gaussianized by
taking logarithms, decorrelated using principal components analysis (PCA), and
concatenated with MFCCs. The PCA step also reduces the dimensionality from
44 to 25 (this guaranteed keeping at least 95% of variance—on average it was
98%), producing a combined 64-dimensional feature for the GMM-HMM acous-
tic model. In the hybrid setup, the outputs correspond to tied triphone states.
Depending on the amount of training data used, the number of tied triphone
states may vary from a few hundred to a few thousand (roughly 550 to 2500
in our case). To obtain scaled likelihoods, the posterior probability estimates
produced by the network were divided by the prior probabilities [Bourlard and
Morgan, 1994].

8.4 Experiments

For testing cross-lingual knowledge transfer in ANNs with RBMs we use the
GlobalPhone corpus [Schultz, 2002] described in Section 4.6. Our setup is similar
to that reported in [Lu et al., 2014]. We use German as our in-domain language
and we simulate different degrees of available resources by selecting random 1
and 5 hour subsets of the total 15 hours of labeled training speech data. When
using the 1 and 5 hour subsets, the entire 15 hours of audio from the training
set were used for the RBM-based unsupervised pretraining. We contrast this
with RBM pretraining using unlabeled acoustic data from three other languages:
Portuguese (26 hours), Spanish (22 hours) and Swedish (22 hours), as well as
with pretraining using all the languages (85 hours).

8.4.1 Baseline results

Before discussing the results on GlobalPhone, it is important to note that the re-
sults reported in various sources (for example, [Schultz and Waibel, 2001a, Grézl
et al., 2011, Lu et al., 2011, Lal, 2011]) are not directly comparable. This is pri-
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Table 8.1: WER(%) for GMM-HMM systems on GlobalPhone German development
set.

Training Features Amount of training data
15hr 5hr 1hr

ML MFCC 16.17 18.40 23.11
ML LDA/MLLT 15.53 18.41 22.31
fBMMI+BMMI LDA/MLLT 15.19 18.19 21.53

marily because of the differences between LMs, which are much more significant
than other differences, such as the use of MFCC vs PLP features. Following pre-
vious work [Lu et al., 2011], we use LMs that were included in an earlier release
of the corpus, but are not available in later releases. The differences between
the results reported here and those in [Lu et al., 2011] are due to the fact that
we found it beneficial to interpolate the provided LM with one trained on the
training transcripts.

Limited training subsets GE_5h and GE_1h were randomly selected from
the complete GE training set (GE_15h) keeping approx. 8 minutes of recorded
speech for each of 8 (1h) or 40 (5h) speakers. The number of tied states/GMM
components for each of training variants was set to 2564/16, 1322/8 and 551/4.
All the reported results were obtained using GlobalPhone GE development or
evaluation sets. Ground truth lables used for ANN finetuning were generated
separately for each of mentioned datasets based on the corresponding ML MFCC
baseline which results on development set are reported in Table 8.1).

8.4.2 ANN configuration and results

We use 12 PLP coefficients and the energy term appended with the delta and
acceleration coefficients for a 39-dimensional acoustic feature vector. The features
are globally normalised to zero mean and unit variance, and 9 frames (4 on each
side of the current frame) are used as the input to the networks. The choice of
PLP features was initially motivated by the desire to have information that is
complementary to MFCCs for the tandem configuration.

The initial network weights (both for RBM pretraining, and when no pre-
training was done) were chosen uniformly at random: w ∼ U [−r, r], where
r = 4

√
6/(nj + nj+1) and nj is the number of units in layer j. We choose the pre-
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Figure 8.1: German development set WERs for hybrid systems with different sizes of
hidden layers (512, 1024 and 2048 hidden units) for the three training sets.
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training hyper-parameters as follows: learning rate for Bernoulli-Bernoulli RBM
is 0.08, and for Gaussian-Bernoulli RBM in the input layer it is 0.005. Mini-batch
size is 100. Fine-tuning is done using stochastic gradient descent on 256-frame
mini-batches and an exponentially decaying schedule, learning as described for
TED data in Section 4.2.

In the tandem setup, the networks are up to five layers deep since the tan-
dem systems were not found to improve in terms of WER with deeper networks
(Fig. 8.2). The networks have 1024 hidden units per layer, which was found to
outperform 512 hidden units and to have similar WER to 2048 hidden units. In
contrast, the hybrid system benefits from deeper architectures (Fig 8.3), as well
as wider hidden layers with 2048 units, even when fine-tuning using just 1 hour
of transcribed speech (Fig. 8.1). This shows the RBM is a strong regulariser
and suggest, even for low-resource conditions, it is not of the first importance to
appropriately select the total number of ANN parameters. In fact, for 1 hour of
data (360 000 training data-points) the best hybrid ANN model tested on unseen
conditions had 31.2 · 106 parameters.

We find that the hybrid systems provide lower WER than the correspond-
ing tandem systems. Additionally, and perhaps most importantly, unsupervised
RBM pretraining is found to be language-independent. Pretraining is found to
be more effective for hybrid systems than for tandem systems, and the effect is
most pronounced when the hybrid systems are fine-tuned using limited amounts
of transcribed data. In fact, with 1 hour of transcribed speech the hybrid system
only outperformed the baseline GMM-HMM system when pretraining was done.
However, for both the tandem and hybrid configurations, we see no correlation
between the amount of data used for pretraining (which varied between 15 and
85 hours) and the WER obtained by the fine-tuned system.

For the different ANN configurations shown in Figures 8.2 and 8.3, we pick
the ones with the lowest WER on the development set and use them to decode
the evaluation set. The results are shown in Tables 8.2 and 8.3. For the different
amounts of training data, the best HMM-GMM, tandem, and hybrid results are
summarised in Figure 8.4.
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Table 8.2: Tandem system WER(%) results on German eval set

System description Amount of training data
15hr 5hr 1hr

ML using LDA/MLLT 24.53 27.56 34.08
ANN random initialised 22.05 25.10 31.84
ANN pretrained on GE 21.39 24.60 30.91
ANN pretrained on PO 21.21 24.43 31.29
ANN pretrained on SP 21.48 24.23 30.74
ANN pretrained on SW 21.62 24.44 30.52
ANN pretrained on All 21.48 24.49 30.98

Table 8.3: Hybrid system WER(%) results on German eval set

System description Amount of training data
15hr 5hr 1hr

fBMMI+BMMI using LDA/MLLT 24.13 27.08 33.11
ANN random initialised 21.52 25.03 33.54
ANN pretrained on GE 20.09 22.78 28.70
ANN pretrained on PO 20.00 22.44 28.79
ANN pretrained on SP 20.03 22.64 28.40
ANN pretrained on SW 20.20 22.89 28.92
ANN pretrained on All 20.14 22.70 28.72
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Figure 8.2: Tandem HMM-GMM setup. Results on devset.



Chapter 8. Unsupervised multi-lingual knowledge transfer 135

1 2 3 4 5 6 7 8 9
18

19

20

21

22

23

24

#hidden layers

W
E

R
 [
%

]

 

 

fBMMI+BMMI LDA+MLLT 1h baseline

GE_1h_nopre

GE_1h_pGE

GE_1h_pPO

GE_1h_pSP

GE_1h_pSW

GE_1h_pGE+PO+SP+SW

fBMMI+BMMI LDA+MLLT 5h baseline

(a) Hybrid German 1h labeled data

1 2 3 4 5 6 7 8 9
14.5

15

15.5

16

16.5

17

17.5

18

18.5

#hidden layers

W
E

R
 [
%

]

 

 

fBMMI+BMMI LDA+MLLT 5h baseline

fBMMI+BMMI LDA+MLLT 15h baseline

GE_5h_nopre

GE_5h_pGE

GE_5h_pPO

GE_5h_pSP

GE_5h_pSW

GE_5h_pGE+PO+SP+SW

(b) Hybrid German 5h labeled data

1 2 3 4 5 6 7 8 9
12

12.5

13

13.5

14

14.5

15

15.5

16

#hidden layers

W
E

R
 [
%

]

 

 

fBMMI+BMMI LDA+MLLT 15h baseline

GE_15h_nopre

GE_15h_pGE

GE_15h_pPO

GE_15h_pSP

GE_15h_pSW

GE_15h_pGE+PO+SP+SW

(c) Hybrid German 15h labeled data

Figure 8.3: Hybrid setup. Results on devset.
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Figure 8.4: A summary of results on the evaluation set. Notation pLANG denotes
the model was pre-trained using LANG acoustics in unsupervised manner and then
refined with supervision on 1, 5 or 15 hours of transcribed target language speech.
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8.5 Summary and Discussion

In this chapter we examined the usability of unlabelled data from one or more
languages to improve recognition accuracy of a different, possibly low-resourced,
language in a fully unsupervised fashion. The experiments we performed suggest
that unsupervised RBM-based initialisation of ANNs is language-independent,
allowing hybrid setups to be built from as little as 1 hour of labelled fine-tuning
data (there are no statistically significant differences between target language
WERs obtained with pretraining on one or many source languages, and all such
pretrained acoustic models are significantly better than the randomly initialised
models). This simple approach reduces the cost of building an ASR system in
a new language by not only requiring less transcribed data, but less amount of
data to be collected in the first place.

One may think of cross-lingual speech recognition as an exercise in judicious
application of prior knowledge, whether in the linguistic sense of mapping between
phonesets, or in the statistical sense of sharing model parameters between lan-
guages. Unsupervised pretraining of ANNs fits in this framework. In fact, Erhan
et al. [2010] explain unsupervised pretraining as “an unusual form of regular-
ization” that restricts the subsequent supervised (and discriminative) learning
to points of the parameter space corresponding to a better generative model of
the data. Our results strongly suggest that RBM-based unsupervised pretrain-
ing is able to learn characteristics of human speech that are largely language-
independent. It is possible, even likely, that this characteristic will be demon-
strated by other unsupervised pretraining techniques as well, for example, pre-
training using stacked autoencoders [Bengio et al., 2007]. In fact, work of Li
et al. [2014b] confirms the language-independence claim in a supervised teacher-
student setting where assuming well trained teacher model, speech data that is
later passed through the teacher to aid student training is to a large extent irrel-
evant (in the paper German data was used to train English student model, with
a rather minor drop in the final accuracy).

While pretraining is seen to be language-independent, no clear pattern emerges
when going from 15 to 85 hours of data for pretraining. This raises two questions
that have not been sufficiently addressed in literature: what makes some data
suitable for unsupervised pretraining, and what are sufficient amounts of suitable
pretraining data. It is possible that cross-corpus variability offset gains from pre-
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training on a mixture of languages; it is also possible that more data is simply not
necessary. Better embeddings of the data may be obtained by imparting domain
knowledge: for example, pretraining and fine-tuning in a speaker-adaptive fashion
may be helpful in a cross-lingual setting. Finally, our approach is complimentary
to other cross-lingual ASR approaches, and it is easy to imagine combining cross-
lingual ANNs and SGMMs using the tandem approach.
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Distant Speech Recognition
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Chapter 9

Learning Representations from
Multiple Acoustic Channels

The content of this chapter is based on [Swietojanski, Ghoshal, and Renals, 2014a]
published in IEEE Signal Processing Letters and [Renals and Swietojanski, 2014]
published in Workshop on Hands-free Speech Communication and Microphone Ar-
rays (HSCMA). Those papers include some material and ideas from [Swietojanski,
Ghoshal, and Renals, 2013b] published in IEEE Automatic Speech Recognition and
Understanding Workshop (ASRU).

9.1 Introduction

Distant Speech Recognition (DSR) [Wölfel and McDonough, 2009] remains a
significant open challenge. Recognition of speech captured using multiple distant
microphones, typically configured in a calibrated array, is a difficult task since
the speech signals to be recognised are degraded by the the effects of interference
with other acoustic sources and reverberation. A typical approach for DSR as
used in NIST RT evaluation campaigns involved two primary components, the
use of microphone arrays and multi-stage cross-system adaptation. An excellent
example of a tandem GMM-HMM system making use of those components in the
meeting transcription task is [Hain et al., 2012].

In this chapter we are primarily concerned with ways of incorporating multiple
acoustic channels directly into the ANN model. In particular, we investigate two
approaches based on channel concatenation and convolutional neural networks
(CNN).

140
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9.2 Review of DSR approaches

Distant conversational speech recognition is highly challenging for several rea-
sons. A typical recording may include multiple overlapping talkers, as well as
additional non-speech acoustic sources, and the recording environment may have
significant reverberation. During the 1990s a number of pioneering studies inves-
tigated the development of DSR systems based on a microphone array (e.g. [Van
Compernolle et al., 1990, Adcock et al., 1996, Omologo et al., 1997]), and an eval-
uation framework for speech recognition based on multichannel recordings of Wall
Street Journal sentences [Lincoln et al., 2005] enabled some comparability in this
area. In practice, the effect of speaker and channel adaptation has been found to
have a much greater effect on speech recognition word error rates, compared with
changes to the beamforming algorithm and post-filtering [Zwyssig et al., 2013].
On the other hand, a number of techniques have been developed to address spe-
cific challenges such as reverberation and overlapping talkers [Yoshioka et al.,
2012, Kumatani et al., 2012].

Most distant speech recognition systems have adopted a two-part architecture
in which a microphone array beamforming algorithm is applied to the recorded
multichannel speech, followed by conventional acoustic modelling approaches.
Good examples of such systems include the AMIDA [Hain et al., 2012] and
ICSI/SRI [Stolcke et al., 2008] systems for meeting transcription. Both of these
systems process the microphone array signals using a noise-reducing Wiener fil-
ter on each channel, followed by delay-sum beamforming where the time delays
of arrival are estimated using generalized cross-correlation with phase transform
(GCC-PHAT) [Knapp and Carter, 1976] and smoothed using a two-stage Viterbi
post-processing [Anguera et al., 2007]. The beamformed audio may then be pro-
cessed in the same way as single channel speech, typically using speech activity
detection (if the recording is not already segmented), followed by a speech recog-
niser. Hori et al. [2012] describe a system which applies a dereverberation algo-
rithm to the multichannel audio, followed by a source separation approach com-
prising a speaker diarisation component based on clustered direction-of-arrival
estimates, which is then used to direct a delay-sum beamformer.

More sophisticated beamforming algorithms have been proposed that take
into account the correlation of the noise on different channels under spherically
isotropic or cylindrically isotropic noise field assumptions. Such approaches, col-
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lectively referred to as superdirective beamforming [Bitzer and Simmer, 2001],
work well for speech enhancement by improving directional selectivity at lower
frequencies. However, such techniques are designed for generic sounds and as
such they neither take into account the unique characteristics of human speech,
nor are designed specifically to improve speech recognition performance. There
has been some work on designing a beamformer specifically assuming that its out-
put will be used for speech recognition. For instance: the maximum negentropy
beamformer [Kumatani et al., 2009] exploits the fact that the distribution of the
subband samples of clean speech is super-Gaussian whereas the distribution of
noise-corrupted speech is closer to Gaussian; LIMABEAM (likelihood maximising
beamforming) [Seltzer and Stern, 2006] optimises the array processing parameters
to maximise the likelihood of the recognised hypothesis given the filtered acoustic
data. LIMABEAM may be thought of as explicitly optimising the beamforming
to maximise speech recognition accuracy by taking acoustic model likelihood as
a surrogate for accuracy. Fox and Hain [2014] extended LIMABEAM to discrim-
inative setting and Sainath et al. [2015], also in the spirit of LIMABEAM, used
a convolutional layer to mimic the filter–sum beamformer by implicitly learning
steering delays and beamformer weights using CNN kernels; those were jointly
optimised with the acoustic model parameters to maximise the performance of a
speech recogniser.

Several researchers have explored ways to perform recognition from multi-
ple distant microphones without performing explicit beamforming. Wölfel et al.
[2006] investigated approaches in which each individual channel was separately
recognised, with the recognition hypotheses combined using confusion network
combination. A variant of this approach also recognises an enhanced channel
obtained by beamforming, which is then added to the confusion network combi-
nation. Stolcke [2011] investigated this approach in detail on a meeting recogni-
tion task, concluding that combining the individual channels at the signal level
by delay-sum beamforming is superior (in terms of both accuracy and process-
ing time) compared to the individual channel approach. Marino and Hain [2011]
performed some initial investigations training GMM-based systems on concate-
nated feature vectors from 2–4 microphones. This produced encouraging word
error rates, similar to those obtained by beamforming the signals from the same
microphones.

The work described in this chapter was performed in 2013. Since then, DSR
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has again attracted much interest. The Jelinek Workshop1 in 2015 hosted two
teams working on signal– and model– level approaches to DSR; much of those ef-
forts were focused on investigating deep learning methods. For example, Wisdom
et al. [2016] proposed an architecture for source separation based on deep unfold-
ing – an approach where an iterative generative separation model learning pro-
cedure is unfolded into a multi-layer network, and discriminatively refined. ANN
were also applied to explicitly estimate beamforming parameters [Xiao et al.,
2016] and multi-task trained ANNs were re-investigated for DSR with parallel
acoustic data (close-talk and far-field) [Qian et al., 2016]. Zhang et al. [2016] re-
ported substantial improvements for DSR using sequential acoustic models based
on recurrent neural networks with highway connections.

Attempts to push state-of-the-art in robust and distant ASR have been also
made through the REVERB2 [Kinoshita et al., 2016] and CHiME3 [Barker et al.,
2015] evaluation campaigns, both suggesting (similarly to Hain et al. [2012]) the
optimal performance of DSR systems requires multi-stage processing pipelines
that involve signal enhancement, the use of microphone arrays, ANN acoustic
model adaptation, cross-system adaptation and hypothesis combination, which
were all incorporated in the winning system of Yoshioka et al. [2015] in the third
CHiME evaluation campaign.

9.3 Learning representation from multiple channels

9.3.1 Beamforming

We use a delay-and-sum beamformer [Flanagan et al., 1985] as implemented in
BeamformIt toolkit4 by Anguera et al. [2007] as our baseline multi-channel tech-
nique. As outlined in the review section, there exist more sophisticated beam-
formers that can exploit certain properties of a particular working conditions
such as known locations of sound sources and/or microphones and known num-
ber of microphones and their exact specification; however, in a general setting
of a meeting room those are usually unknown, and delay-and-sum channel com-
bination with an appropriate post-processing techniques offers comparable ASR

1http://www.clsp.jhu.edu/workshops/15-workshop/
2http://reverb2014.dereverberation.com/
3http://spandh.dcs.shef.ac.uk/chime_challenge/
4https://github.com/xanguera/BeamformIt

http://www.clsp.jhu.edu/workshops/15-workshop/
http://reverb2014.dereverberation.com/
http://spandh.dcs.shef.ac.uk/chime_challenge/
https://github.com/xanguera/BeamformIt
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performance [Zwyssig et al., 2013].
Denote by x the raw waveform signal and x[n] a particular sample at time

instance n, then weighted delay-and-sum beamformer implements the following
operation:

x̂[n] =
M∑
m=1

Wm[n]xm[n− τm,ref [n]] (9.1)

where Wm[n] is the weight assigned to the mth microphone (out of a total of M
microphones) at a time instance n such that ∑M

m=1 Wm[n] = 1. τm,ref denotes
relative time delays of arrival (TDOA) between the mth and the reference micro-
phones and are computed (in this work) every 250ms of speech using a generalized
cross-correlation with phase transform (GCC-PHAT) [Knapp and Carter, 1976].
The reference channel in the delay-and-sum implementation of Anguera et al.
[2007] is determined automatically by computing the average GCC-PHAT statis-
tics for each pair of microphones on longer speech segments and selecting the mi-
crophone with the highest average cross-correlation. N-best GCC-PHAT TDOA
estimates are then smoothed to avoid quick changes between acoustic events us-
ing the Viterbi algorithm. The weighting parameters Wm[n] are introduced to
account for the case of non-regularly spaced or non-identical microphones, when
one may want estimate their contributions independently (rather than assume a
uniform scaling).

The resulting enhanced waveform signal x̂ follows the standard procedure of
acoustic feature extraction, as indicated in Figure 9.1 and described in Section 3.5,
the result of which is a sequence of acoustic observations denoted by Ob.

9.3.2 Channel concatenation

The easiest way to incorporate multiple modalities into ANN is by presenting
them as the additional inputs to the network. Acoustic observations from multiple
channels Ō1

t . . . Ōm
t . . . ŌM

t are concatenated and the first ANN layer implements:

h = φ

(
b +

M∑
m=1

Wm>Ōm
t

)
= φ


b + [W1>, . . .Wm>, . . . ,WM>]



Ō1
t
...

Ōm
t
...

ŌM
t




(9.2)
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Figure 9.1: Front-end for our setups with ANN in hybrid configuration on the top.
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where Wm is the set of parameters responsible for mth microphone. This can
be modelled as a large dense matrix resulting from the concatenation of param-
eters responsible for particular channels, as indicated in the rightmost part of
equation (9.2).

As the inputs in our scenario share similar information (acoustic observations),
it is possible to reduce the number of trainable parameters and tie the weight
matrices between input channels:

h = φ

(
b +

M∑
m=1

W>Ōm
t

)
. (9.3)

This operation, similar to (9.2), can be expanded into a single dense matrix
multiplication by replicating parameters W and concatenating the input acoustic
channels as in (9.2). Tying the weights also requires an additional modification to
the way the parameters are updated. The target gradient ∂F/∂W is expressed as
the sum of the partial gradients resulting from evaluation W against each input
microphone omt . Denote by a = b +∑M

m=1 W>Ōm
t the linear activations in (9.3),

then the gradient is given by:

∂F
∂W

= ∂F
∂h

∂h
∂a

∂a
∂W

(9.4)

= ∂F
∂h

∂h
∂a

M∑
m=1

Ōm
t , (9.5)

where ∂F/∂h is the error signal back-propagated to the first hidden layer h and
∂h/∂a depends on a particular form of an activation function φ.

9.3.3 Convolutional and pooling layers

The structure of feed-forward neural networks may be enriched through the use of
convolutional layers [LeCun et al., 1998b] which allow local feature receptors to be
learned and reused across the whole input space. A max-pooling operator [Riesen-
huber and Poggio, 1999] can be applied to downsample the convolutional output
bands [Ranzato et al., 2007], thus reducing variability in the hidden activations.

9.3.3.1 Convolutional layer

Consider a neural network in which the acoustic feature vector V consists of
re-arranged (as described later) filter-bank outputs within an acoustic context
window Ōt of size Z = 2c + 1. V = [v1,v2, . . . ,vb, . . . ,vB] ∈ RB·Z is divided
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Figure 9.2: Frequency domain max-pooling multi-channel CNN layer (left), and a
similar layer with cross-channel max-pooling (right). Filter weights can be either
independent or shared between acoustic channels.

into B frequency bands with the b-th band vb ∈ RZ comprising all the Z relevant
coefficients (statics, ∆, ∆2, . . .) across all frames of the context window in band
b. The k-th hidden convolution band hk = [h1,k, . . . , hj,k, . . . , hJ,k] ∈ RJ is then
composed of a linear convolution of J weight vectors (filters) with F consecutive
input bands uk = [v(k−1)L+1, . . . ,v(k−1)L+F ] ∈ RF ·Z , where L ∈ {1, . . . , F} is the
filter shift. Fig 9.2 gives an example of such a convolution with a filter size and
shift of F = 3 and L = 1 respectively. This may be extended to M acoustic
channels V1...VM (each corresponding to a microphone), in which the hidden
activation hj,k can be computed by summing over the channels:

hj,k = φ

(
bj,k +

M∑
m=1

wm
j ∗ umk

)
, (9.6)

where φ(·) is a nonlinearity, ∗ denotes linear valid convolution5, wm
j ∈ RF ·Z is a

weight vector of the j-th filter acting on the local input umk of the m-th input
channel, and bj,k is an additive bias for the j-th filter and k-th convolutional
band. Since the channels contain similar information (acoustic features shifted in
time) we conjecture that the filter weights may be shared across different channels.
Nevertheless, the formulation and implementation allow for different filter weights

5The convolution of two vectors of size X and Y may result either in the vector of size
X + Y − 1 for a full convolution with zero-padding of non-overlapping regions, or the vector
of size X − Y + 1 for a valid convolution where only the points which overlap completely are
considered [TheScipyCommunity, 2016].
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in each channel. Similarly, it is possible for each convolutional band to have a
separate learnable bias parameter instead of the biases only being shared across
bands [Abdel-Hamid et al., 2012, Sainath et al., 2013a].

The complete set of convolutional layer activations h = [h1, . . . ,hK ] ∈ RK·J

is composed of K = (B − F )/L + 1 convolutional bands obtained by applying
the (shared) set of J filters across the whole (multi-channel) input space V (as
depicted in Fig 9.2). In this work the weights are tied across the input space (i.e.
each uk is convolved with the same filters wm

j ); alternatively the weights may
be partially shared, tying only those weights spanning neighbouring frequency
bands [Abdel-Hamid et al., 2012]. Although limited weight sharing was reported
to bring improvements for phone classification [Abdel-Hamid et al., 2012] and
small LVSR tasks [Abdel-Hamid et al., 2013], a recent study on larger tasks
[Sainath et al., 2013a] suggests that full weight sharing with a sufficient number
of filters can work equally well, while being easier to implement.

9.3.3.2 Pooling layer

A convolutional layer is usually followed by a pooling layer which downsamples the
activations h. The max-pooling operator [Riesenhuber and Poggio, 1999] passes
forward the maximum value within a group ofR activations. The s-th max-pooled
band is composed of J related filters ps = [p1,s, . . . , pj,s, . . . , pJ,s] ∈ RJ :

pj,s = Rmax
r=1

(
hj,(s−1)N+r

)
, (9.7)

where N ∈ {1, . . . , R} is a pooling shift allowing for overlap between pooling
regions when N < R (in Fig 9.2, R = N = 3). The pooling layer decreases the
output dimensionality from K convolutional bands to S = (K−R)/N +1 pooled
bands and the resulting layer is p = [p1, ...,pS] ∈ RS·J .

9.3.3.3 Channel-wise convolution with cross-channel pooling

Multi-channel convolution (9.6) builds feature maps similarly to the LeNet-5
model [LeCun et al., 1998b] where each convolutional band is composed of filter
activations spanning all input channels. We also constructed feature maps us-
ing max-pooling across channels, in which the activations hmj,k are generated in
channel-wise fashion and then max-pooled (9.9) to form a single cross-channel
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convolutional band ck = [c1,k, . . . , cj,k, . . . , cJ,k] ∈ RJ (Fig 9.2 (right)):

hmj,k = φ (bj,k + wj ∗ umk ) (9.8)

cj,k = Mmax
m=1

(
hmj,k

)
. (9.9)

Note that here the filter weights wj need to be tied across the channels such that
the cross-channel max-pooling (9.9) operates on activations for the same feature
receptor. The resulting cross-channel activations c = [c1, . . . , cK ] ∈ RK·J can be
further max pooled along frequency using (9.7). Channel-wise convolution may
also be viewed as a special case of 2-dimensional convolution, where the effective
pooling region is determined in frequency but varies in time depending on the
actual time delays between the microphones.

9.4 Experiments (I)

We follow the setup described in detail in Section 4.3 using AMI data for most
of the experiments (see Section 4.3.1). Some of those initial findings are further
expanded to the ICSI corpus (Section 4.3.2) which provides a less constrained
distant microphones setting, compared to AMI.

9.4.1 Baseline results

For AMI we use three MDM configurations where beamforming is done on 2,
4, and 8 channels respectively. The results obtained by both the BMMI-trained
GMM system and the ANN systems for these configurations, as well as for the
SDM and IHM conditions are shown in Table 9.1. The WERs for the GMM-
based systems are comparable to the ones reported previously in [Marino and
Hain, 2011, Hain et al., 2012] on AMI-based test sets, albeit using a different
training-test partition.

We find the ANNs to greatly improve recognition accuracy for speech recorded
with distant microphones. In fact, the network trained on SDM data is better
than the best GMM-BMMI system built from beamformed audio from 8 far-
field microphones. Interestingly, the ANNs are also found to be less sensitive
to the number of beamformed channels used. We attribute this to the fact that
multiple layers of non-linear transformations can better compensate against small
variabilities in feature space [Seltzer et al., 2013, Yu et al., 2013a]. FBANK
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Table 9.1: WER(%) on AMI for the GMM and ANN acoustic models for various
microphone configurations.

System Microphone configurations
IHM MDM8 MDM4 MDM2 SDM

Development set (amidev)
GMM BMMI on LDA/STC 30.2 (SAT) 54.8 56.5 58.0 62.3
ANN on LDA/STC 26.8 (SAT) 49.5 50.3 51.6 54.0
ANN on FBANK 26.8 49.2 - 50.1 53.1
Evaluation set (amieval)
GMM BMMI on LDA/STC 31.7 (SAT) 59.4 61.2 62.9 67.2
ANN on LDA/STC 28.1 (SAT) 52.4 52.6 52.8 59.0
ANN on FBANK 29.1 52.0 - 52.4 57.9

features were also found to be better than (unadapted) LDA/STC features for
ANNs and will be used in the remainder of this chapter.

While Table 9.1 presents the WER for all segments, including those with
overlapped speech, Figure 9.3 shows the WERs for segments scored with differ-
ent numbers of overlapped speakers. As one may expect, overlapped segments are
harder to recognise. In fact, even if a beamformer can select the dominant source
perfectly it still does not address the problem of recognising overlapped speech
which would require source separation and independent decodes for each identi-
fied overlapping source. Figure 9.3 gives us a sense of the difficulty in recognising
overlapped speech. We see an 8-12% reduction in WER when only considering
segments with non-overlapping speech. One can also notice that the WERs deteri-
orate relatively more in the presence of overlapped speech for ANNs, for example,
in the SDM case a 12% relative drop in WER is observed for the GMM-HMM
and over 19% relative for the ANN-HMM system. This is expected as ANNs
do in general a better job in acoustic modelling of non-overlapped segments and
part of this advantage diminishes for fragments containing simultaneous speech.
We do not address the issue of overlapping speakers in this chapter, and to keep
the exposition simple we report WERs for all segments as they are (including
overlapping speakers).
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Figure 9.3: Development set WERs for segments with 1, 2, 3 and 4 overlapping speakers.
AMs are trained on MFCC LDA/STC features. The Figure comes originally from [Swi-
etojanski et al., 2013b] and the results are not directly comparable to the one reported in
Table 9.1 due to the latter benefits from later refinements in the recipe. The Figure was
included to visualise the overlapping speakers issue across different systems.

Table 9.2: WER for ANNs trained on multiple channels. SDM models are trained on
channel 1.

Combining method Recognition Channel(s) amidev

SDM (no combination) 1 53.1
SDM (no combination) 2 52.9
Concatenate 1+5 3,7 51.8
Concatenate 1+3+5+7 2,4,6,8 51.7
Multi-style 1+3+5+7 1 51.8
Multi-style 1+3+5+7 2 51.7
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9.4.2 Channel concatenation and data pooling

Through a second set of experiments, we evaluate the extent to which an ANN is
able to learn to do front-end processing— both noise-cancellation and beamform-
ing — by providing the features extracted from multiple microphones as input
to the networks. In these initial experiments the networks again have 6 hidden
layers as previously6 except with a wider input layer. We also obtained better
results in the case that the parameters were not shared between input channels,
so the first layer in these experiments effectively implements equation (9.2). Note
that this is not entirely comparable to the setup where the ANNs are trained
on features extracted from beamformed audio, since Wiener filtering and beam-
forming are time domain operations, whereas the ANNs trained on concatenated
features are operating entirely in cepstral or log-spectral domains. Nevertheless,
the results provide us an indication of how complementary the information in dif-
ferent channels is. We see from Table 9.2 that the ANNs trained on concatenated
inputs do in fact perform substantially better (pv<0.001) than the SDM case, and
achieve results approaching that of the beamformed configurations. The impor-
tant point to note here is that the ANNs trained on concatenated features do not
use any knowledge of the array geometry. Consequently the technique, similar to
that of Marino and Hain [2011], is applicable to any arbitrary configuration of
microphones.

To further understand the nature of the compensation being learned by the
ANNs with multi-channel inputs, we performed an additional control experiment.
The input to the ANN was from a single channel, and at test time this was identi-
cal to the SDM case. However, during training the data from other channels was
also presented to the network, although not at the same time. In other words, the
ANN is presented with data drawn from multiple channels while at test time it is
only tested on a single channel. We call this the multi-style training, and it is re-
lated to our work on low-resource acoustic modelling [Ghoshal et al., 2013], where
a similar concept was used to train ANNs in a multilingual fashion. From Table
9.2 we see that this approach performs similarly to the ANNs with concatenated
input, without requiring multiple channels at the recognition stage. Recognition
results on channel 2, which is not used in the multi-style training, show simi-
lar trends. These results strongly suggest that there is information in a single

6However, since the networks are being tasked with additional processing, deeper architec-
tures may be more suitable.
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Table 9.3: Word Error Rates (%) on AMI – SDM.

System amidev

BMMI GMM-HMM (LDA/STC) 63.2
ANN (FBANK) 53.1
CNN (R = 3) 51.4
CNN (R = 2) 51.3
CNN (R = 1) 52.5

channel to have more accurate recognition. However, extraneous factors in the
data may confound a learner trained only on data from a single channel. Being
forced to classify data from multiple channels using the same shared representa-
tion (i.e. the hidden layers) the network learns how to ignore the channel-specific
covariates. To the best of our knowledge, this is the first result to show that
it is possible to improve recognition of audio captured with a single distant mi-
crophone by guiding the training using data from microphones at other spatial
locations.

9.4.3 Convolutional Neural Networks

All CNN/ANN models in this section were trained on FBANK features appended
with the first and the second time derivatives [Li et al., 2012] which were presented
in symmetric context windows, with Z = 11 frames long.

9.4.4 SDM – Single Distant Microphone

The results of the single channel CNN can be found in Table 9.3 with the first
two lines presenting the GMM and ANN baselines from Table 9.1. The following
three lines are results for the CNN using max-pool sizes of R = N = 1, 2, 3. By
using CNNs we were able to obtain 3.4% relative reduction in WER with respect
to the best ANN model and a 19% relative reduction in WER compared with a
discriminatively trained GMM-HMM (baseline numbers taken from Table 9.1).
The total number of parameters of the CNN models varies as R = N while J is
kept constant across the experiments. However, the best performing model had
neither the highest nor the lowest number of parameters, which suggests it is due
to the optimal pooling setting.
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9.4.5 MDM – Multiple Distant Microphones

For the MDM case we compared the models trained on FBANK features ex-
tracted from a signal enhanced by delay-sum beamformer with the use of FBANK
features extracted from multiple microphone channels and presented directly
as an expanded input to the network (see also Fig. 9.1). For the beamform-
ing experiments, we follow noise cancellation using a Wiener filter with delay-
sum beamforming on 8 uniformly-spaced array channels using the BeamformIt
toolkit [Anguera et al., 2007]7. The results are summarised in Table 9.4. The
first block of Table 9.4 presents the results for the case in which the models were
trained on a beamformed signal from 8 microphones. The first two rows show
the WER for the baseline GMM and ANN acoustic models as reported in Ta-
ble 9.1. The following row contains the CNN model trained on 8 beamformed
channels obtaining 2.7% absolute improvement (5.5% relative) over ANN. The
configuration of the MDM CNN is the same as the best SDM CNN (R = N = 2).

The second part of a Table 9.4 shows WERs for the models directly utilising
multi-channel features. The first row is a baseline ANN variant trained on 4
concatenated channels from Table 9.2. Then we present the CNN models with
MDM input convolution performed as in equation (9.6) and pooling size of 2,
which was optimal for the SDM experiments. This scenario decreases WER by
1.6% relative when compared to the ANN structure with concatenated channels
(this approach can be seen as a channel concatenation for CNNmodels). Applying
channel-wise convolution with two-way pooling (outlined in section 9.3.3.3) brings
further gains of 3.5% WER relative. Furthermore, channel-wise pooling works
better for more input channels: conventional convolution on 4 channels achieves
50.4% WER, practically the same as the 2 channel network, while channel-wise
convolution with 4 channels achieves 49.5% WER, compared to 50.0% for the 2-
channel case. These results indicate that picking the best information (selecting
the feature receptors with maximum activations) within the channels is crucial
when doing model-based combination of multiple microphones.

9.4.5.1 Different weight-sharing techniques

When using multiple distant microphones directly as the input to a CNN, we
posit that the same filters should be used across the different channels even when

7We followed noise-cancellation pipeline in our earlier recipe. The one currently available in
the Kaldi repository does not perform Wiener-filtering by default.
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Table 9.4: Word Error Rates (%) on AMI – MDM.

System amidev

MDM with beamforming (8 microphones)
BMMI GMM-HMM 54.8
ANN 49.2
CNN 46.8

MDM without beamforming
ANN 4ch concatenated 51.2
CNN 2ch conventional 50.5
CNN 4ch conventional 50.4
CNN 2ch channel-wise 50.0
CNN 4ch channel-wise 49.4

Table 9.5: Word Error Rates (%) on AMI MDM without beamformer.

System amidev

CNN 2ch tied wm
j 50.5

CNN 2ch not tied wm
j 51.3

cross-channel pooling is not used. Each channel contains the same information,
albeit shifted in time, hence using the same feature detectors for each channel
is a prudent constraint to learning. This is confirmed in Table 9.5 where a non-
tied variant with a separate set of filters for each channel is 0.7% absolute worse
(pv<0.001) compared to the case when the filter weights are shared across chan-
nels.

9.5 Experiments (II)

Based on our previous findings in Section 9.4 we extend the study to the ICSI data
(Section 4.3.2) and to ANN/CNN models with different non-linearities – sigmoid,
ReLU and Maxout. ReLU models have the same structure as sigmoid ones (2k
hidden units, 6 hidden layers) and maxout networks were tuned to have a similar
number of parameters with six hidden layers, resulting in 1150 maxout units
and pool size R = 3. Convolutional layers in all models, similarly to previous
experiments, were configured to have J = 128 filters.

For the ReLU and Maxout models we sample initial weights from a uniform
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Table 9.6: WER (%) on AMI and ICSI – SDM.

System amidev icsieval

BMMI GMM-HMM (LDA/STC) 63.2 56.1
ANN– Sigmoid 53.1 47.8
ANN– ReLU 51.1 46.3
ANN- Maxout 50.8 45.9
CNN – Sigmoid 51.3 46.5
CNN – ReLU 50.3 45.6
CNN – Maxout 50.5 45.6

distribution with range (−0.005, 0.005) (see Section 4.2 for sigmoid configuration).
All models are finetuned with the exponentially decaying newbob learning rate
schedule staring from an initial learning rate of 0.08 (for sigmoid, Section 4.2)
and 0.01 for piece-wise linear activations.

9.5.1 SDM – Single Distant Microphone

The SDM experiments used the first microphone from the AMI circular array and
the second tabletop boundary microphone from the ICSI recordings. Our results
are shown in Table 9.6, with the three baseline systems in line 1 (BMMI GMM),
line 2 (ANN– Sigmoid), and line 5 (CNN-Sigmoid). The ANN baseline has a
15% relative lower WER than the discriminative GMM baseline, with the CNN
baseline improving over the ANN baseline by a further 3% relative. Compar-
ing the ReLU and Maxout ANN and CNN systems, with the sigmoid baselines,
shows a consistent improvement in WER of 1.5–4.5%. Comparing ANNs and
CNNs with the same activation function, we see that networks with the sigmoid
nonlinearity benefit the most from a convolutional layer (3–4% relative reduction
in WER), although the ReLU and Maxout systems do benefit from the use of a
convolutional layer (0.5–2% relative). We note that these experiments have been
performed with a fixed number of filters, optimised for sigmoid-based systems;
further experiments are needed to ascertain if the ReLU and Maxout systems
would give large decreases in WER if there were more convolutional filters.
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Table 9.7: WER (%) on AMI and ICSI – MDM8 with beamforming

System amidev icsieval

BMMI GMM-HMM (LDA/STC) 54.8 46.8
ANN– Sigmoid 49.2 41.0
ANN– ReLU 46.3 38.7
ANN– Maxout 46.4 39.0
CNN – Sigmoid 46.3 39.5
CNN – ReLU 46.0 37.6
CNN – Maxout 45.9 38.1

Table 9.8: WER (%) on AMI and ICSI – MDM4 with multi-channel input

System amidev icsieval

CNN – Sigmoid (conventional) 50.4 43.3
CNN – Sigmoid (channel-wise) 49.5 40.1
CNN – ReLU (channel-wise) 48.7 37.5
CNN – Maxout (channel-wise) 48.4 37.8

9.5.2 MDM – Multiple Distant Microphones

For the MDM systems we consider: (1) beamforming the signal into a single chan-
nel (using all 8 microphones for AMI and 4 tabletop boundary microphones for
ICSI) and following the standard acoustic modelling approaches used for the SDM
case in Section 9.4; (2) cross-channel pooling using a channel-wise convolutional
layer for training on 4 microphone channels, in which the hidden activations are
constructed from the maximum activations across the channels. The ICSI data
is characterised by large distances between microphones, and picking the right
microphone for a talker is crucial, which may be well-matched to cross-channel
pooling.

Table 9.7 shows the results for the models trained on a single beamformed
channel (following the procedure described in Section 9.4) We observe similar
reductions in WER for sigmoid CNNs over ANNs as in the SDM case. The gain
of CNN variants using ReLUs and Maxout in place of sigmoid activation functions
remains small. These trends can be observed for both the AMI and ICSI datasets.
We note that the WERs obtained using the ANN or CNN models (table 9.6) are
lower than the WERs obtained for the discriminative GMM systems in the MDM
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Table 9.9: Word Error Rates (%) on AMI – IHM

System amidev

BMMI GMM-HMM (LDA/STC, SAT) 30.2
ANN– Sigmoid 26.6
ANN– ReLU 25.5
ANN– Maxout 26.3
CNN – Sigmoid 25.6
CNN – ReLU 24.9
CNN – Maxout 25.0

case trained on a beamformed signal.
Table 9.8 shows the results obtained for CNNs trained using multi-channel

input without beamforming. The first row presents a “conventional” approach
where convolutional activations are produced by a sum of filter activations from
each channel. Since that was found to be especially harmful for less constrained
microphone configurations (ICSI) the following rows present a channel-wise ap-
proach where only the maximum activations within the channels are considered
using cross-channel pooling described in Section 9.3.3.3. For the AMI data the
CNN architectures return similar WERs to ANNs using beamformed input; for
the ICSI data CNNs using cross-channel pooling match the WERs obtained using
beamforming, which we hypothesise is due to less accurate TDOA estimates from
the uncalibrated microphone array.

9.5.3 IHM – Individual Headset Microphone

For comparison purposes we present WERs for the different architectures using
close-talking IHM inputs, for the AMI data (Table 9.9). The WER trend is similar
to the distant microphone cases, suggesting that the results for the different
nonlinear activations generalise across signal qualities. BMMI-GMM models were
estimated using speaker adaptive training with fMLLR.

9.6 Summary and Discussion

We have investigated using CNNs for DSR with single and multiple microphones.
A CNN trained on a single distant microphone is found to produce a WER
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approaching these of a ANN trained using beamforming across 8 microphones.
In experiments with multiple microphones, we compared CNNs trained on the
output of a delay-sum beamformer with those trained directly on the outputs
of multiple microphones. In the latter configuration, channel-wise convolution
followed by a cross-channel max-pooling was found to perform better than multi-
channel convolution.

A beamformer uses time-delays between microphone pairs whose computation
requires knowledge of the microphone array geometry, while these convolutional
approaches need no such knowledge. CNNs are able to compensate better for the
confounding factors in distant speech than ANNs. However, the compensation
learned by CNNs is complementary to that provided by a beamformer. In fact,
when using CNNs with cross-channel pooling, similar WERs were obtained by
changing the order of the channels at test time from the order in which they were
presented at training time, suggesting that the model is able to pick the most
informative channel. This idea has been further extended recently by Kim and
Lane [2015] to cross-channel pooling using attention mechanism.

Early work on CNNs for ASR focussed on learning shift-invariance in time
[Waibel et al., 1989, Lee et al., 2009], while more recent work [Abdel-Hamid et al.,
2012, Sainath et al., 2013a] have indicated that shift-invariance in frequency is
more important for ASR. The results presented here suggest that recognition
of distant multichannel speech is a scenario where shift-invariance in time be-
tween channels is also important, thus benefitting from pooling in both time and
frequency.

The presented distant conversational speech recognition experiments have ex-
plored a number of different neural network architectures, using different nonlin-
ear functions for the hidden layer activations. Our results, using the AMI and
ICSI corpora, show that neural network acoustic models offer large reductions
in WER compared with discriminatively trained GMM-based systems on DSR.
Furthermore, we observed further significant reductions in WER by using a con-
volutional layer within a ANN architecture. Small, but consistent, reductions
in WER were also obtained by using ReLU and Maxout activation functions in
place of sigmoids.

These neural network based systems used log spectral input representations,
which are potentially amenable to additional feature space transformations and
modelling. In particular, our current experiments do not explicitly attempt to
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optimise the acoustic model for overlapping talkers, or for reverberation. The
promising results using raw multiple channel input features in place of beam-
forming opens the possibilities to learning representations taking into account
aspects such as overlapping speech.



Chapter 10

Conclusions

10.1 Overview of contributions

This thesis addressed three aspects of representation learning using ANNs for
acoustic modelling in hybrid systems. Below we summarise those findings from
the contribution parts:

• Part II – Adaptation: We have developed and investigated two tech-
niques for unsupervised ANN speaker and environment adaptation. The
first technique, termed learning hidden unit contributions (LHUC) and de-
scribed in Chapter 5, operates in model-space and performs adaptation by
learning new combination coefficients for a speaker-independent (SI) ba-
sis in a speaker-dependent (SD) manner. Because the SI basis may not
be optimal for unseen data, we propose a speaker adaptive trained LHUC

(SAT-LHUC) which retains the information necessary to model the individ-
ual characteristics of the speakers in training data (not just their average
aspect) and thus offers as a result more tunable canonical representation.
(SAT-)LHUC operates at the level of a single hidden unit and does not allow
the units to be additionally recombined with each other in a SD manner
for which reason we proposed to carry the adaptation with parametric and
differentiable pooling operators in Chapter 6. More specifically, we have
investigated two such parameterisations based on Lp-norm (Diff-Lp) and
Gaussian (Diff-Gauss) kernels inserted in each hidden ANN layer. Param-
eters of such ANNs are trained in standard way using error-backpropagation
and pooling parameters are later altered in a SD manner in the adaptation
stage. We evaluated (SAT-)LHUC, Diff-Lp and Diff-Gauss techniques us-

161
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ing three benchmark corpora allowing to simulate different aspects of adap-
tation, in particular, the amount of adaptation data per speaker, the impact
of quality of both data and the associated adaptation targets, complemen-
tarity to other adaptation techniques and (for LHUC) adapting ANN mod-
els trained in sequence discriminative manner and factorisation of acoustic
environments. We found the proposed techniques to improve ASR perfor-
mance. On average, after LHUC and SAT-LHUC adaptation to 200 speakers
of TED, AMI and Switchboard data relative WER reductions of 7.0% and
9.7% were observed with respect to SI models. Differentiable pooling ver-
sions were found to work better in the SI case and the gains from adaptation
were comparable in relative terms to the ones obtained with LHUC, which
was also to be found complementary in the joint (LHUC + Diff) setting.

• Part III – Low-resource acoustic modelling: We focused primarily
on the challenge of building ASR systems in under-resourced conditions
focusing on insufficient amounts of transcribed acoustic material for esti-
mating acoustic models in the target language – thus assuming resources
like lexicons or texts to estimate language models were available. Chap-
ter 7 was dedicated to approaches designed to work primarily with the
target language resources. We proposed an ANN with a structured output
layer (SOL-ANN) where the output layer comprises two tasks responsible for
modelling context–dependent (CD) and context–independent (CI) speech
units, and the CI predictions are used at runtime to aid the prediction of
CD states. This approach, that can be considered as a form of curriculum
learning, leads to consistent gains in SI low-resource acoustic modelling (on
average 6.4% and 4.4% relative WER decrease for scenarios of 10 and 30
hours of TED lectures training material, respectively). As adaptation is an
inherently low-resource problem, we also proposed to use SOL-ANN to multi-
task adaptation in which a CD model is adapted using an auxiliary layer of
CI targets which, given the same amount of adaptation material, are char-
acterised by lower sparsity. The advantage of multi-task LHUC adaptation
is again only visible for low-resource scenarios bringing a relative average
11.7% and 13.6% reduction in WER for 10 and 30 hours training scenarios,
respectively. For non multi-task LHUC adaptation the same numbers were
10.7% and 12.6% for 10 and 30 training conditions, respectively.
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Chapter 8 investigated the possibility of unsupervised multi-lingual knowl-
edge transfer. Here we assume we have unconstrained access to untran-
scribed audio material, possibly in many source languages, and our goal is
to use it to aid the estimation of acoustic model for the target language.
To do so, we initialise our target acoustic model with stacked Gaussian-
Bernoulli and Bernoulli-Bernoulli restricted Boltzmann machines (RBMs)
using multi-lingual acoustics in an unsupervised manner. We found that
pre-training seems to be language–independent, and initialisation with any-
one of the considered source languages yielded similar acoustic models in
terms of the obtained accuracies as when untranscribed acoustics only from
the target language were used (differences are statistically insignificant). On
the other hand, pre-trained models consistently obtained significantly lower
WERs when compared to un-pretrained models by 6.7%, 9.0% and 14.4%
for 15, 5 and 1 hours of training data, respectively (on the GlobalPhone
German evaluation set).

• Part IV – Distant speech recognition: Our main focus within this av-
enue of work was to incorporate multiple channels of acoustic information
into the model. In Chapter 9 we compared signal-level beamforming of
multiple microphones with channel concatenation in an ANN framework.
Channel concatenation gives little control on how the information is com-
bined, especially when microphones are spaced in large distances from each
other. This motivated the use of convolutional neural networks (CNN) en-
riched with a two–level pooling mechanism, one reducing variability across
frequency and the other one working along different microphones, construct-
ing an intermediate representation where each convolutional band (which
is related to the frequency region of an acoustic observation) is indepen-
dently selected in a channel-wise manner. We evaluated the proposed mod-
els on AMI and ICSI meetings data, each characterised by different con-
figuration of distant microphones, and found our proposition of CNN with
cross-channel pooling improves the accuracies when compared with channel
concatenation, by allowing it to make an efficient use of higher number of
microphones. For less constrained microphones arrays (ICSI) our multi-
channel CNN models with cross channel pooling were able match compara-
ble CNN models estimated from acoustic features that were extracted from
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a signal enhanced by a beamformer (that operated on the same number of
distant microphones).

10.2 Further work

• Adaptation: Our investigations concerned only feed-forward (convolu-
tional) ANN models and it would be interesting to explore which and to
what extent our propositions and findings are applicable to other ANN
structures, with recurrent and time-delay ANNs being good candidates. For
the time-delay variant of ANN we expect our findings on (SAT-)LHUC and
differentiable pooling operators to be fully transferable. The use of LHUC

with recurrent models would require more careful treatment as the default
use by simple multiplication of each hidden unit by a fixed SD scale would
lead exponentially to saturation (assuming a squashing non-linearity). The
cell gate in the long-short term memory variant of RNN (LSTM) can, in
fact, be seen as a form of data-dependent variable LHUC which determines
the output of the model at each time step. This, in connection with the suc-
cessful use of LHUC in Chapter 5, suggests that speaker adaptation of LSTM
models could be carried out by altering, or learning in a speaker-adaptive
manner, the parametrisation of an input gate. In contrast, Diff-Lp and
Diff-Gauss do not possess the aforementioned LHUC characteristic (the gain
is normalised within a pool) and their application to train and adapt RNN
models would be an interesting experiment to perform. While the RNN
direction is definitely interesting, we have not fully covered some relevant
aspects of the proposed techniques. For example, it is to be seen to what
extent adaptation with differentiable pooling operators will benefit acoustic
models trained in a sequence discriminative manner, how to extend it to
speaker adaptive training or how to use it for environment factorisation.

• Low-resource acoustic modelling: This aspect, to date, has been rea-
sonably well investigated in the context of estimating acoustic models from
small amounts of data jointly with other less-data-constrained tasks. At
the same time, most of techniques related to construction of ASR systems
require some starting resources to bootstrap initial seed systems, which can
be then iteratively improved in (semi–)supervised manner. An interest-
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ing direction, at least from an academic standpoint, is the zero-resource
ASR problem, and it would be interesting to see whether cross-lingual pre-
training (based on either stacked RBMs or auto-encoders) can aid some
stages of bootstrapping seed models in a purely unsupervised setting.

• Distant speech recognition: As we have mentioned in the review part
of Chapter 9, overlapping speech is a largely unsolved challenge which re-
quires special treatment and parallel processing by tracking (usually using
a beamformer) relevant sound sources and enhancing their signal with re-
spect to competing acoustic sources. The result of this stage are multiple
parallel acoustic channels which produce independent recognition hypothe-
ses. The CNN layer with cross-channel pooling would be a good base for
attempts to perform such a separation in acoustic model-space (though at
the current stage the model does not address the necessity of parallel de-
codes). This approach would be well suited to scenarios where speakers are
dominant in different microphones and in cases where their speech occu-
pies different frequency regions (for example, male and female voices) – the
latter is related to spectral masking in feature space, except here would be
performed at model-level and the CNN filters could be deliberately tuned
for this purpose to maximise ASR performance.

Beamforming heavily relies on phase information when performing micro-
phone combination while our approach only depends on amplitude of the
signal – and as observed, works particularly well in scenarios where the dif-
ference between microphones is significant; in already mentioned work on
multi-microphone attention pooling adding phase information as an auxil-
iary feature greatly extended ASR performance. We believe the ultimate
solution for incorporating multiple microphones will rely on complex-valued
neural networks. One could treat a convolutional layer as implementing a
Fourier transform and CNN parameters comprises both real and imaginary
components. This would allow to explicitly capture phase information be-
tween input channels, and use it later to aid model-level beamforming.
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