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Abstract

A common task for spoken dialog systems (SDS) is to help users select a suitable option (e.g., flight, hotel, and restaurant) from
the set of options available. As the number of options increases, the system must have strategies for generating summaries that
enable the user to browse the option space efficiently and successfully. In the user-model based summarize and refine approach
(UMSR, Demberg and Moore, 2006), options are clustered to maximize utility with respect to a user model, and linguistic devices
such as discourse cues and adverbials are used to highlight the trade-offs among the presented items. In a Wizard-of-Oz experiment,
we show that the UMSR approach leads to improvements in task success, efficiency, and user satisfaction compared to an approach
that clusters the available options to maximize coverage of the domain (Polifroni et al., 2003). In both a laboratory experiment and
a web-based experimental paradigm employing the Amazon Mechanical Turk platform, we show that the discourse cues in UMSR
summaries help users compare different options and choose between options, even though they do not improve verbatim recall. This
effect was observed for both written and spoken stimuli.
© 2010 Elsevier Ltd. All rights reserved.
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1. Introduction

Many spoken dialog systems (SDS) aim to offer efficient and intuitive access to applications and services. Within
this context, a common task is to help users select a suitable option (e.g., flight, hotel, and restaurant) from the set of
options available. When the number of options is small, they can simply be presented sequentially. However, as the
number of options increases, the system must have strategies for summarizing the options to enable the user to browse
the option space.

In this paper, we evaluate two recent approaches to information presentation in SDS, the summarize and refine (SR)
approach (Polifroni et al., 2003) and the user-model based summarize and refine (UMSR) approach (Demberg and
Moore, 2006). SR generates summaries by clustering the options to maximize coverage of the domain. The goal is to
provide an efficient path through the database. The only way to compare and contrast clusters is by size—anything
else requires a model that describes how important certain attributes or attribute/value pairs are to the user. UMSR is
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based on such a user model. Options are not clustered to maximize coverage, but to maximize utility with respect to a
user model. Based on the model we can point out trade-offs between choices explicitly using linguistic devices such as
discourse cues or discourse adverbials. An initial study using an “overhearer” evaluation methodology showed that the
UMSR approach may significantly improve the user’s overview of the available options, increase the user’s confidence
in having heard about all relevant options, allow the user to find a satisfactory option more quickly, and increase
overall user satisfaction, when compared to the SR approach (Demberg and Moore, 2006; Demberg et al., submitted
for publication). However, in “overhearer” experiments, human raters do not interact directly with the system; instead,
they listen to or read canned dialogs.

In order to validate the results of Demberg and Moore (2006), we conducted a Wizard-of-Oz study where users
interacted both with SR and UMSR systems (Winterboer and Moore, 2007). We found that presenting relevant options
with UMSR significantly decreases dialog duration while increasing task success and user satisfaction. The Wizard-
of-Oz experiment is reviewed in detail in Section 3.

Having established that the UMSR approach is superior to the SR approach, we wished to gain a deeper understanding
of why this is the case. It could be because UMSR uses attributes that reflect user preferences. Alternatively, it could be
that UMSR points out trade-offs explicitly using discourse markers. In this paper, we concentrate on the effect of using
discourse markers. Discourse markers are linguistic devices that signal relations between syntactic and discourse units.
For our purposes, we focus on markers of comparison and contrast that relate options and attributes. We assessed the
effect of discourse markers on recall and comprehension in a large web-based listening experiment using Amazon’s
micro-task platform Mechanical Turk (AMT). The messages were short summaries of three options. All summaries
were presented using synthetic speech, since this is the output users of real-world SDS will hear. Participants were
exposed to the two main current speech synthesis technologies, unit selection (Hunt and Black, 1996) and HMM-based
synthesis (Zen et al., 2009). For half the participants, questions were presented in written form, for the other half,
questions were presented in spoken form.

The materials used in the listening experiment had been developed for a lab-based eye tracking study that used
written stimuli (Winterboer et al., 2008; Winterboer, 2009). Reusing the materials had two main advantages: it enabled
us to validate the web-based experimental paradigm by replicating the original reading experiment on-line, and it
allowed us to compare the results of the listening experiment to the outcome of the eye-tracking study. We found that
results were broadly similar across modalities and experiment environments. As predicted by the literature, discourse
markers of comparison and contrast help users compare different options, but they do not improve verbatim recall.

The remainder of this paper is structured as follows. In Section 2, we present the UMSR approach to information
summarisation. In Section 3, we summarize the Wizard-of-Oz study comparing SR and UMSR. The eye-tracking
experiment from which the stimuli were taken is summarized in Section 4. Section 5 presents the results of the web-
based listening experiment. The results of a pilot experiment validating our experimental methodology are reported in
Section 5.2. We conclude in Section 6 by reflecting on the implications of our results for the design of spoken dialog
systems.

2. Background
2.1. Recent approaches to information presentation

The usability of a spoken dialog interface depends not only on its ability to recognise and interpret user utterances
correctly, but also on its ability to present information in ways that users can understand and remember. This has led
to increasing interest in information presentation among SDS researchers and recently, a number of approaches to
information presentation have been proposed. Intelligent summarization algorithms are particularly important when
users need to choose one of many options that potentially satisfy the current query. In the summarize-and-refine (SR)
approach (Polifroni et al., 2003; Chung, 2004; Polifroni and Walker, 2008), the set of available options O is described
using attributes that cover a large number of possible choices with a small number of attribute values. The algorithm
proceeds as follows. First, all attributes are selected that cover more than M % of O with less than N values. Next, the
members of O are clustered according to the top 2-3 attributes determined in the first step. The largest of the resulting
clusters are then selected for presentation. In the original implementation of the SR approach, summaries used all
attributes that covered more than 82% of the set of options with less than 4 attributes (Polifroni et al., 2003), in more
recent implementations, these values are determined at run-time (Polifroni and Walker, 2008).
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SR dialog UMSR dialog

User: 1 would like to go from San Francisco to Prague on June 14/,

System: I found 21 flights from San Fran- There are no direct flights from San
cisco to Prague. All these flights Francisco to Prague, but I found 11
require a connection. There are flights with availability in business
flights available in economy, busi- class. 2 of these are on KLM.
ness, and first class. I also have in-
formation about price range.

User: I would like a business class flight, Do you have anything arriving be-
please. fore 3 p.m.?

System: I found 11 business class flights There are 2 business class flights
from San Francisco to Prague. All from San Francisco to Prague on
these flights require a connection. KLM that will get you there on
There are flights in the expen- time. The first flight arrives at 2
sive and moderate price range. 1 p.m. with a total travel time of 18
also have information about arrival  hours and 25 minutes. The second
times. flight arrives at 2:45 p.m. with a

total travel time of only 14 hours.

User: I’d like to arrive before 3 p.m. I'd like the second flight, please.

Fig. 1. Dialogue between a simulated user and both an SR system and a UMSR system in the flight booking domain.

A sample dialog between a (simulated) user and an SR-type system is shown in Fig. 1, which reproduces the first two
system—user interactions from Fig. 1 of Polifroni and Walker (2008). The system responses are based on the generation
system used in CRUISER (Becker et al., 2006; Weng et al., 2006). In the first summary, the system has identified three
potentially relevant clusters based on two attributes, cuisine and price. In the second summary, the relevant attributes
are cuisine and neighbourhood. The system only reports the number of restaurants in the database.

Demberg and Moore (2006) identified three main limitations of the SR approach: attributes may be irrelevant to
the user’s priorities, information important to the user may only emerge at a late stage in the dialog, and trade-offs
are difficult to weigh when there is no optimal option. Take for example the SR dialog in Fig. 1, which is taken from
Tables 1 and 2 (Winterboer and Moore, 2007). Here, we have a user who prefers to fly business class, is also concerned
about arrival time, travel time, and total number of connections, and would prefer to fly on KLLM if possible. In the
first response, the SR model mentions an irrelevant attribute, price. In the following turn, the user needs to narrow
down the choice to business class flights. Next, the user specifies the next relevant priority, arrival time. At this stage,
the user still has had no opportunity to enquire about KLM flights, or to mention that they prefer short travel times.
Instead, the system keeps talking about price range, an attribute that is not important to our business user. There is no
mechanism within standard SR for indicating trade-offs between choices because the only principled way of comparing
two clusters is by the number of options they cover.

Table 1
Task success, efficiency, and user ratings (rating scale: 1-7).
Variable System Sig.

SR UMSR
% Optimal flights booked 73.53% 91.18% p < 0.05
Average no. dialog turns 14.53 10.53 p < 0.001
Perceived ease of comprehension 5.27 5.79 p < 0.05
Overview of options 4.85 5.18 n.s.
Relevance of options 3.76 4.00 n.s.

Perceived efficiency 4.86 5.63 p < 0.005
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Table 2
Recall, comparison, and evaluation of read UMSR summaries (percent correct).
Task Method Marker Mean SD p (Marker) p (Method)
Recall Lab Absent 82.14 17.37

Lab Present 79.05 20.28 <0.46

Web Absent 79.17 14.58

Web Present 81.55 17.10 <0.485 <0.65
Comparison Lab Absent 65.00 19.76

Lab Present 70.24 19.73 <0.02

Web Absent 67.26 18.11

Web Present 78.57 17.37 <0.15 <0.08
Evaluation Lab Absent 81.19 22.08

Lab Present 86.43 18.86 <0.42

Web Absent 75.00 23.17

Web Present 80.36 19.67 <0.12 <0.04

All three limitations identified by Demberg and Moore (2006) can be addressed if user preferences are taken into
account when generating summaries. The user-model (UM) based approach employs a user model and decision theory
techniques to identify and present a small number of options that best match the user’s preferences (Moore et al.,
2004; Walker et al., 2004). Although the UM approach to information presentation enables a concise presentation of
a small number of options, highlighting the ways in which those options satisfy user preferences, it does not scale up
to presenting a large number of options. When there are many potentially relevant options to consider (e.g., all flights
from London to New York), there may be a large number of options that fit the user model, making it difficult to narrow
down the number of options. In addition, users may not be able to provide constraints until they are presented with
more details concerning the option space. Moreover, the UM approach does not provide an overview of the available
options, because options scoring below a specified threshold or below a certain rank are not mentioned. Therefore,
there is a risk that users might miss out on options they would have chosen if they had heard about them. The last two
problems may reduce user confidence in the system, which may ultimately lead to decreased user satisfaction.

The user-model based summarize and refine (UMSR) approach to information presentation was devised in an
attempt to combine the benefits of the UM and SR approaches (Demberg and Moore, 2006). It employs a user model
to reduce dialog duration by considering only options that are relevant to the user. When the number of relevant items
exceeds a manageable number, the UMSR approach builds a cluster-based tree structure which orders the options
for stepwise refinement based on the ranking of attributes in the user model. Trade-offs between alternative options
are presented explicitly, which helps the user assess the relative benefits of each potential choice. In addition, a brief
account of all the remaining (irrelevant) options is also provided. Thus, users are provided with a complete overview of
the option space, which gives users confidence that they are being presented with all possible options. Thus, the UMSR
approach maintains the benefits of user tailoring, while allowing for presentation of large numbers of options in an
order reflecting user preferences. The third column in Fig. 1 shows how UMSR leads to shorter, more efficient dialogs.
In the first system response, the system only talks about business class flights. Thus, the user can proceed straight to
the next important aspect, arrival time. Since both KLLM flights fit the specified arrival time, the final options can be
summarized. The trade-off between arrival time and travel time is pointed out using the discourse marker “only”. Price
is not mentioned.

In their initial comparison of UMSR and SR, Demberg and Moore (2006) asked human judges to read six pairs of
SR and UMSR dialogs and rate them on the following four criteria:

. perceived ease of comprehension (“Did the system give the information in a way that was easy to understand?”),

. overview of options (“Did the system give the user a good overview of the available options?”),

3. relevance of options (“Do you think there may be flights that are better options for the user that the system did not
tell her about?”), and

4. perceived efficiency (“How quickly did the system allow the user to find the optimal flight?”).

DN =
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The human judges found the UMSR and SR approaches equally easy to understand and rated the UMSR approach
significantly more highly on all other criteria. The study was replicated using an overhearer technique where the
judges listen to scripted dialogs between a user and a simulated spoken dialog system (Demberg et al., submitted for
publication). In these dialogs, system utterances were generated by a speech synthesis system, while the part of the
user was played by a male and a female researcher. Again, judges showed a significant preference for dialogs in which
the UMSR approach to information presentation was used.

Despite these encouraging results, the judges’ perceptions need to be validated further by an experiment where
users interact with real SR and UMSR systems. Section 3 describes a WOZ experiment that confirmed the results of
Demberg and Moore (2006) and Demberg et al. (submitted for publication).

2.2. Why discourse markers?

A key feature of the UMSR approach is that trade-offs between options are pointed out explicitly using discourse
markers. Although a user model is necessary for computing trade-offs between options, these trade-offs can be expressed
in a range of different surface forms. In the classical UMSR algorithm as defined by Demberg and Moore (2006), trade-
offs are signaled using a specific subset of discourse markers, namely connectives and discourse adverbials that signal
contrast and similarity. Discourse markers allow us to express differences in utility in a clear, succinct, and effective
way. Consider for example the statement “The first flight arrives at 2 p.m. with a total travel time of 18 h and 25 min.
The second flight arrives at 2:45 p.m. with a total travel time of only 14 h.” from the second system turn in Fig. 1. If
we wanted to express the information contained in only using, e.g., predicative constructions, the resulting statement
would be longer and clunkier, e.g., “The first flight arrives at 2 p.m. with a total travel time of 18 h and 25 min. The
second flight arrives at 2:45 p.m. with a total travel time of 14 h. The advantage of the first flight is its earlier arrival
time, the advantage of the second flight is its shorter travel time.”

The psycholinguistic literature on discourse cues suggests that they may decrease reading times (Haberlandt, 1982)
and speed up the processing of information immediately following the marker (Sanders and Noordman, 2000). Con-
nectives in particular have been shown to aid comprehension of written text and integration of information because
they provide explicit information about the relations between discourse segments (Ben-Anath, 2005; Kamalski et al.,
2008; Britton et al., 1982; Millis and Just, 1994). The effect of discourse markers on the semantic and pragmatic rep-
resentation of discourse is less clear (Degand and Sanders, 2002; Sanders et al., 2007). While experiments using free
recall tend to show no effect of discourse markers on linguistic representations (e.g., Haberlandt, 1982), experiments
that use a task such as question answering might demonstrate a clear benefit of discourse markers (McNamara and
Kintsch, 1996; Degand and Sanders, 2002).

In order to assess the effect of discourse markers on the mental representation of UMSR stimuli, we used three
tasks, a verbatim recall task, a comparison task, and an evaluation task. Since speed of processing is difficult to measure
using spoken stimuli, we measured reading times for summaries with and without discourse markers in an eye-tracking
experiment (Winterboer et al., 2008; Winterboer, 2009). This eye-tracking study served as the template for our web-
based listening experiments. We not only reused the summaries and tasks that had been prepared for that study, but we
also replicated it on the platform selected for our web experiments, AMT, in order to validate our experimental setup.

3. Experiment 1: summarize and refine versus user-model based summarize and refine
3.1. Aims and design

This experiment was designed to determine whether UMSR outperformed SR when participants interacted with
both UMSR and SR systems instead of judging read or acted dialogs. Specifically, we hypothesised that a recommender
system that generated summaries with the UMSR method would have a higher usability than recommender systems
where summaries were generated using the SR method. Our implementation of the SR approach is based on the simple
refiner algorithm described in Polifroni (2007) and Polifroni and Walker (2008).

Following ISO 9241 (ISO, 1998), we assessed three aspects of usability, effectiveness (task success), efficiency
(dialog duration), and user satisfaction (subjective user ratings). In order to isolate the effect of the information
presentation algorithm on dialog system usability, we employed a Wizard-of-Oz (WoZ) methodology, which has
been widely used to test components of complex natural-language systems (Dahlbéck et al., 1993). A human wizard
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simulated speech recognition and natural language understanding and controlled the dialog, while the system output
was generated automatically and presented to the user using text-to-speech.

3.2. Participants

34 participants with an average age of 24 years were paid to participate in the experiment. Half the participants were
male, half were female. Most participants were students of the University of Edinburgh. All were naive to the purpose
of the experiment. Participants were asked about prior exposure to spoken dialog systems. Two (6%) mentioned that
they had been in a car with a voice-based entertainment or navigation system.

3.3. Method and materials

For this experiment, we chose the flight booking domain, which involves complex trade-offs between different
options. The human wizard translated users’ requests into queries to an SQL database that contained flight information
as provided by the travel web site Expedia (www.expedia.co.uk). The query output was converted into text using either
the SR or the UMSR strategy. The text was then synthesized using Speechify (Nuance Communications, 2007), a
highly intelligible commercial text-to-speech synthesis system. Since users prefer a voice that matches their gender
(Nass and Brave, 2005), all participants heard a synthetic voice of their own gender. Participants were encouraged to
speak naturally rather than merely responding to system prompts. The wizard used as few questions as possible to elicit
reactions from participants. If users remained silent for more than five seconds after information had been provided
by the system, they were re-prompted.

All participants sat facing a wall, in front of a desk equipped with a laptop computer, two microphones, and small
speakers. The wizard sat on the opposite side of the room, hidden behind a partition that prevented participants from
seeing or hearing the wizard during the experiment. The wizard’s computer was connected to the speakers and the
microphones on the participant’s desk via cables running on the floor along the walls of the room in order to avoid
attracting attention.

In order to enable reliable and rigorous comparisons, all participants were instructed to play the role of a business
traveler for the flight booking task. In descending order of importance, the business traveler

1. preferred flying business class,
2. was equally concerned about arrival time, travel time, and number of stops, and
3. wanted to fly on KLM if possible.

The persona of the business traveller was further illustrated using a short story.

Participants were told that they were going to evaluate two systems. They were instructed to book two flights with
each system. For each flight, the task description specified the departure city and the destination city. Having booked
both flights, participants were asked to complete a four-item evaluation questionnaire modeled on Demberg and Moore
(2006). Each item was rated on a seven-point Likert-type scale. Half the participants interacted with the UMSR system
first, while the other half interacted with the SR system first.

To make the booking process more realistic, the flight booking tasks were carefully chosen in order to guarantee
that each participant experienced four different scenarios:

. no KLM flight was available,

. one KLLM flight matched all the criteria,

. one KLM flight in business class was available but required a connection, and
. one KLLM flight was found but it was in economy class.

AW N~

The order in which the four flights were booked was randomized to counter-balance possible order effects. All
participants were debriefed after the experiment. Further details about the experimental setup can be found in Winterboer
and Moore (2007).

Task success was determined by assessing how often participants had booked the optimal flight given the user
model and the constraints of the scenario, efficiency was measured by the average number of dialog turns, and user
satisfaction was assessed using the four items on the evaluation questionnaire.
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3.4. Results and discussion

Results are summarized in Table 1. Two-tailed #-tests were used to assess whether differences between conditions
were significant, except for task success, where a x> test was used.

Our results confirm the preferences expressed by the judges in the original rating experiments (Demberg and
Moore, 2006; Demberg et al., submitted for publication). When interacting with the UMSR system, users not only
were significantly more likely to book the optimal flight, but they also needed substantially fewer turns to do so.
The objective gain in efficiency also led to a significantly higher perceived efficiency. For the other three question-
naire items, our results differed from the outcome of Demberg and Moore’s overhearer experiment. While users
found the UMSR system easier to understand than the SR system, both systems gave an acceptable overview
of the available options, and users did not have any strong views on the relevance of the options that had been
presented.

4. Experiment 2: the effect of discourse markers on the comprehension of written UMSR summaries
4.1. Aims and design

A key aspect of the UMSR approach is the use of discourse markers that explicitly point out trade-offs among the
presented options, rather than requiring users to compute the trade-offs themselves. In this experiment, we assessed to
what extent the use of discourse markers facilitates recall and processing of the options presented in a UMSR summary.
Users were presented with a series of UMSR summaries that are typical of a stage in the dialog when the relevant
choices have been narrowed down to a small number of concrete options. For each summary, reading times were
measured using an eye tracker, since previous studies suggest that discourse markers increase the speed of processing,
leading to faster reading times (Haberlandt, 1982).

After each summary, users had to complete three tasks:

Verbatim recall: Users were asked to recall the name of one of the options, e.g., Which restaurant’s price is £34?

Comparison: Users were asked to name the option that best fit a given criterion, e.g., Which restaurant is the
cheapest?

Evaluation: Users were asked to choose between all options and give a reason for their choice, e.g., Which restaurant
would you like to go to and why?

If discourse markers help readers build appropriate mental representations of a piece of text, we would expect users
to perform better on the comparison and evaluation tasks if the summary contained discourse markers (McNamara and
Kintsch, 1996; Degand and Sanders, 2002; Sanders et al., 2007). Conversely, we would not expect to find significant
differences in verbatim recall between the two conditions, because recall mainly depends on memory, less on the
quality of the underlying mental representation.

4.2. Materials

We created a total of 14 summaries. Each summary presented three options, using two to three sentences per option.
Each option was characterised by three salient features in addition to cost. A sample summary is given in Fig. 2. Each
summary was associated with a different domain. The 14 domains were rental cars, fridges, book bags, MP3 players,
hotels, digital cameras, flights, mobile phone plans, restaurants, make-up palettes, laptops, monitors, microwaves, and
cinemas. This guaranteed that almost every participant experienced both familiar and unfamiliar domains. For each
summary, we constructed a version with and a version without discourse markers. Fig. 2 shows both versions of the
restaurant summary. A full list of summaries can be found in Winterboer (2009).

Unlike the WOZ experiment (Experiment 1), where users were instructed to play the role of a user with a given
set of preferences, the participants in this experiment were given no guidance about the options they were supposed to
prefer. Instead, we used a generic user model with standard preferences for lower prices, higher food quality, higher
service ratings, etc. If there were any differences in attribute values between an option and the previously mentioned
options, this was signalled using appropriate discourse markers. All summaries and markers were hand-crafted. In
Fig. 2, Raymond is better than Messina in terms of service, and décor. Fuji is worse than both Messina and Raymond
for all three relevant attributes, but it is the cheapest of the three restaurants. The attributes themselves and the sequence
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Sample Summaries, Restaurant Domain

Without Discourse Markers

Messina's price is £22. It has very good
food quality, attentive service, and decent
décor.

Raymond’s price is £34. It has very good
food quality, excellent service, and impres-
sive décor.

Fuji’s price is £16. It has good food qual-
ity, bad service, and plain décor.

With Discourse Markers

Messina’s price is £22. It has very good
food quality, attentive service, and decent
décor.

Raymond’s price is £34. It also has very
good food quality, but excellent service,
and moreover impressive décor.

Fuji’s price is only £16. It has good food
quality, but bad service, and only plain

décor.
Sample Questions
Recall: What is the name of the second restaurant?
Comparison: What restaurant offers only plain décor?
Evaluation: Which restaurant would you prefer and why?

Fig. 2. Sample stimulus with and without discourse markers and corresponding tasks.

in which they were listed were kept constant. The only change between the versions with and without discourse markers
was the insertion of markers to make trade-offs explicit.

Each participant saw seven summaries with discourse markers and seven summaries without discourse markers.
The presentation of summaries in each domain was counterbalanced so that half the participants responded to a version
with discourse markers and half the participant responded to the version without discourse markers.

The answers to the recall and comparison questions were rated correct if the participant selected the correct item.
Correct answers to the evaluation question had to consist of one of the three items presented. The description of the item
should contain at least two correct attributes. However, the phrasing of the evaluation question often led participants to
select the cheapest option and give price as a reason, e.g., “The Fuji, because it was the cheapest.”. As these were two
attributes (name and price), answers of this type were considered correct. We attributed the occurrence of this type of
answer to the application of a strategy to reduce memory load, as it requires only a comparison of the prices but none
of the other attributes, of which there were always three or four, used to describe an item. This might have facilitated
the task and in turn diminished the effect of the linguistic markers as they are considered to reduce processing costs
associated with understanding and interpretation (Millis and Just, 1994; Sanders and Noordman, 2000; Ben-Anath,
2005).

4.3. Participants and method

A total of 24 participants, native English speakers and mostly students of the University of Edinburgh, were paid
to participate in the study. They were naive to the purpose of the experiment but were told that they were about to be
presented with information about a number of consumer products and that they were supposed to answer questions
about these.

We used the SR Research Experiment Builder software and an EyeLink II eye-tracker! to implement the experiment
and present the materials. In each trial, the summary was presented for 45 s or until the participant pressed “Enter”.

After reading each summary, participants were presented sequentially with the three questions described above. The
recall question was always first, followed by comprehension and evaluation. Summaries with and without discourse
markers alternated. Three random orders for the domains were used.

4.4. Results
The experiment results are discussed in more detail in Winterboer et al. (2008) and Winterboer (2009). Here, we

summarize the main outcomes that are relevant to our argument. Participants required an average of 37.93 s to read
summaries with markers, and an average of 35.28 s to read summaries without markers. A detailed analysis of the

I http://www.eyelinkinfo.com/.
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reading times of areas of interest showed that the longer reading times are mainly due to the additional words, not to
increased sentence complexity.

Although we were unable to replicate the reading time results expected from the literature, task performance results
were exactly as predicted. Results for the recall, comparison, and evaluation task are presented in Table 2 (“Lab”
context). While users clearly benefit from the presence of discourse markers in the comparison, the explicit cues do
not appear to aid verbatim recall or evaluation.

5. Experiment 3: the effect of discourse markers on the comprehension of spoken UMSR stimuli
5.1. Design

In the eye tracking study, we showed that users benefited from the presence of discourse markers in tasks that require
them to compare different options. However, in a real-world SDS, users do not read system prompts, they hear them.
Although the fundamental mechanisms for processing written and spoken language are the same (Just and Carpenter,
1984; Sinatra, 1990; Carpenter et al., 1995), there are many modality specific factors that also affect comprehension. For
example, the decoding of written stimuli is affected both by properties of the reader such as visual acuity and literacy,
and by properties of the stimulus, such as font size and contrast (Wickens et al., 2003). Similarly, the processing of
spoken stimuli is affected both by properties of the listener such as hearing acuity (Roring et al., 2007; Wolters et al.,
2007a) and by properties of the stimulus such as clarity of articulation and prosody (Duffy and Pisoni, 1992; Paris et
al., 2000; Wolters et al., 2007b).

Therefore, we replicated the eye tracking experiment with spoken summaries as they would be presented to users
in a real SDS. All summaries were produced using synthetic voices, since this is the type of voice that users of a
real SDS would be exposed to. In addition to the presence of discourse markers, we varied two further aspects of
the experiment, the presentation of the recall, comprehension and evaluation questions (written versus spoken) and
the speech synthesis method used for generating the stimuli (unit selection versus statistical parametric synthesis).
Presenting the three questions in spoken form ensures continuity, since participants hear the questions in the same
voice that was used for generating the summaries. Written presentation, on the other hand, prevents problems due to
misunderstandings.

The two speech synthesis methods chosen for this experiment, unit selection (Hunt and Black, 1996) and statistical
parametric synthesis (Zen et al., 2009), represent the current state-of-the-art of synthetic speech. Both methods have their
drawbacks. While good unit selection speech can sound highly natural due to the lack of post-processing, speech melody
is difficult to control, utterances may be distorted by concatenation artefacts, and some sounds may be excessively
shortened or lengthened (Black, 2002; Wolters et al., 2007b). Speech generated using statistical parametric synthesis
tends to be more intelligible and of a more consistent quality, but has less natural variation and may sound more artificial
(Zen et al., 2009). Therefore, it is good practice to expose participants to both speech synthesis methods.

The final experiment design was a 2 x 2 x 2 full factorial design with presence of discourse marker as within-
subject factor and synthesis method and modality of questions as between-subject factors. Since the design specifies
2 x 2 = 4 different between-subject conditions, we needed to recruit at least 4 times the number of participants of the
eye tracking experiment, i.e. 24 x 4 = 96 people. Recruiting so many participants for a lab-based study is difficult
unless one has access to large student participant pools. Therefore, we decided to conduct the experiment over a
web-based platform, Amazon Mechanical Turk (AMT). Although web-based paradigms allow less control over the
experimental environment, the results are potentially more realistic, since real users do not typically interact with SDS
in distraction-free environments.

AMT is a micro-task platform that allows researchers and developers to put small tasks requiring human intelligence
on the web. AMT provides a convenient online payment system, allows experimenters to place restrictions on the
eligibility of participants, and makes it easy to recruit participants from outside the usual student population, because
it attracts many visitors due to its affiliation with the well established Amazon website. Recently, AMT has been used
for a number of linguistic annotation and rating tasks (e.g., Kaisser et al., 2008; Kittur et al., 2008; Snow et al., 2008).
However, to the best of our knowledge, no experiments testing comprehension and recall have yet been performed
on AMT. Therefore, we conducted a validation study to check whether the platform yielded comparable results to a
lab-based version of our experimental paradigm.
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5.2. Validating the use of the Amazon mechanical turk platform for information presentation experiments

5.2.1. Participants and methods

For our validation study, we used the same written materials and tasks as in the eye tracking experiment. Since we
targeted a US-American audience, prices were changed from pounds sterling (£) to dollars ($). The resulting prices
were still realistic. In order to eliminate confounders due to differences in user interface, we also replicated the look-
and-feel of the eyetracker interface so that the overall appearance of the visual stimuli used in the web version of the
experiment was as similar as possible to the appearance of the stimuli in the laboratory version.

Each summary contained three proper names, N1, N2, and N3, for referring to each of the three options. In order
to control for name effects, a third of participants saw a version of the summary where N1 was the target stimulus
for recall, a third saw a version where N2 was the target stimulus, and a third saw a version where N3 was the target
stimulus. In the restaurant example given in Fig. 2, in one version, the cheapest restaurant would be Fuji, in the second,
Messina, and in the third, Raymond. Thus, for each summary, we created a total of 2 (presence/absence of discourse
marker) x 3 (permutation of proper names) versions. In our AMT experiments, each of the six versions was seen by
nine participants, yielding a total of 6 x 9 participants.

We required all participants to be from the United States, since we assumed that visitors to the site from the US
were sufficiently skilled English speakers. Participants were only allowed to take part in our experiment once to avoid
contamination of results through learning effects. In order to enforce this restriction, we logged several pieces of
information about the actual computers accessing the web site. We did not collect any demographic information since
it was not clear to us whether a standard questionnaire covering age, gender, and literacy might violate Amazon’s
privacy policy. All experiments were only made available on the web-site during day-time hours in the US, 8 a.m.
PST/11 a.m. EST to 6 p.m. PST/9 p.m. EST.

Each user was paid $2.50 for participation in a 30-min experiment, which is considerably higher than the remunera-
tion offered for most other tasks available on AMT. We hoped that the financial incentive would attract more participants
and motivate participants to complete the task more diligently. Participants were only paid if they answered more than
50% of all questions and took more than half the mean time to complete the experiment. This restriction reflects the
fact that a minimal amount of time is needed to read and respond to the summaries. If participants need less time, this
indicates that they may not have read the summaries.

The user interface was implemented using the Adobe Flash format (http://www.adobe.com/flashplatform/), which
can be integrated easily into the AMT environment and has been used successfully for administering experiments
(Reimers and Stewart, 2007). The technical requirements for running the experiment only excluded very few participants
a priori, since Adobe Flash Player has a very high penetration (Adobe, 2008). We ensured that it was impossible for
users to revisit a summary once it had been played or read.

Although we largely followed best practice in our implementation (Reips, 2002a,b), several important caveats apply.
First of all, there is considerable sampling bias because participants were likely to be highly computer literate. Secondly,
we did not gather demographic information because we were unsure whether this was permitted under Amazon’s privacy
policy. We were unable to ensure that our participants had no previous experience of speech technology, and it was
not possible to ascertain that participants were native speakers of English. Finally, it was impossible to control the
environment in which participants completed the task. We hypothesized that the potential presence of distractions might
lead to lower performance. We were also unable to ensure that participants did not use memory aids, even though they
had been explicitly instructed not to do so.

5.2.2. Results and discussion

Table 2 shows the mean and standard deviation of the number of correct answers for each combination of experi-
mental context (Web/AMT versus Lab/Eye tracking) and stimulus condition (presence/absence of discourse marker).
Differences in performance between stimulus conditions were assessed using the Wilcoxon test since the data are not
normally distributed. There are no significant differences in variance between paradigms for any of the three tasks
(Levene’s Test).

Overall, performance on the verbatim recall task and the evaluation task is not affected by the presence of dis-
course markers. Users in the lab experiment find it significantly easier to compare options on a single attribute if
discourse markers are present (p < 0.02). The same trend can be observed in the AMT data, but it is not signifi-
cant (p < 0.15). While recall performance is highly similar between lab and web contexts, lab participants perform
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slightly worse in the comparison task (p < 0.08) and significantly better in the evaluation task than web participants
(p < 0.04).

In summary, results from the lab-based version and the web-based version of the reading experiment were relatively
similar. There are no differences in verbatim recall performance, but the two user groups differ somewhat in their
performance on the comparison and evaluation tasks. The absolute difference between mean scores in each condition
is 2-8 points (out of a maximum score of 100), which corresponds to a relative difference of 3—10%. Further work
is necessary to determine whether such differences are mainly due to the different participant pool accessed through
AMT.

5.3. Materials

Since our validation study showed that it was feasible to conduct information presentation experiments on the
AMT platform, we proceeded to implement the listening experiment on this platform. We used the modified materials
described in Section 5.2.1. The stimuli were synthesized from the summaries and questions used in the lab-based
experiment. Abbreviations were spelled out and pronunciations for proper names and words not in the pronunciation
lexica were specified. The unit selection synthesiser used was a high-quality commercial system, Cere Voice by CereProc
(Aylett and Pidcock, 2007).% Variant tags were used to eliminate any major synthesis errors. For statistical parametric
synthesis, we used the research system described in Yamagishi et al. (2008, 2009). The resulting audio-files were
converted into MP3 format, because this format is easy to integrate into Flash-based web applications. After playing
a spoken summary, there was a delay of 2 s until the first task, the recall task.

The MP3 audio files containing the materials were around half a megabyte in size and each question file around 50
kilobyte. The amount of data the user had to download for the whole experiment amounted thus to around 8 megabyte.
The data was downloaded file by file during the interaction of the user with the system, which meant that there was
no waiting period at the beginning of the experiment. This strategy works well on fast connections, but may produce
unacceptable delays during the experiment for participants who are on slow connections.

5.4. PFarticipants

Participants were again recruited via the AMT website. As in the validation experiment, we prepared six variants per
summary. In half of the variants, discourse markers were present, in half, they were absent. In a third of the summaries,
the target stimulus was identified by the first of three possible names (N1), in a third, name N2 was used and in the
final third, name N3 was used.

For each of the four between-subject conditions, data was collected separately. In each data collection, we initially
made 50 tasks available on AMT. Responses were scored and discarded if participants answered at least 5 of all
14 x 3 = 42 questions correctly. This corresponds to a threshold of 10%. We assumed that participants who fell below
this threshold were likely to be distracted, disinterested, or unable to understand the task. In the second phase, a further,
smaller set of tasks was made available which was designed to ensure sufficient numbers for each summary variant.
In order to obtain sufficient usable data, a total of 60 + 58 + 59 4 64 = 241 participants was recruited. Data from 25
people was discarded. The remaining 216 users were distributed evenly across conditions, with nine participants per
experiment and stimulus condition.

5.5. Results and discussion

Results were analyzed using the R package Imer (Bates and Maechler, 2009). For each of the three target variables,
we constructed logistic mixed models with participant ID and stimulus ID as random effects and marker, question
modality, and synthesis technology as fixed effects. We also added fixed effects representing the interaction between
the presence of discourse markers and task modality, the interaction between discourse markers and speech synthesis
technology, and the interaction between speech synthesis technology and task modality. Fig. 6 shows the coefficients
of all fixed effects in addition to the intercept, while Table 3 illustrates the observed overall effect of the presence of

2 http://www.cereproc.com.
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Table 3

Effect of presence of marker (overall percent correct).

Marker Recall Comparison Evaluation
Absent 44.18 46.10 52.05
Present 4451 50.26 55.89

discourse markers on answers. The effect of synthesis technology and task presentation modality on performance is
illustrated in Fig. 3 for recall, Fig. 4 for comparison and Fig. 5 for evaluation.

Fig. 6 shows estimates for the coefficients of each of the fixed effects (points) together with 95% confidence intervals
for this estimate (lines). If the confidence interval includes 0, then it is possible that the real contribution of the fixed
effect to the outcome is close to zero. If the confidence interval excludes 0, however, we can be sure that the effect
is significant at least at the p < 0.05 level. Fig. 6 also illustrates the relative size of each effect. Highly influential
factors will have associated confidence intervals that are far away from 0, whereas the confidence intervals associated
with weak effects will be relatively close to the midline. In order to further assess the contribution of each of the fixed
effects, we removed the corresponding term from the full mixed model and compared the models with and without the
term using an analysis of deviance together with x? significance tests. These more detailed significance levels will be
reported throughout the text where appropriate.

The effect of the presence of discourse markers is consistent with the predictions found in the literature (Haberlandt,
1982; Degand and Sanders, 2002) and the results of the eye tracking study (Section 4). As predicted by Haberlandt
(1982), verbatim recall performance is not affected by the presence of discourse markers (p < 0.430). This changes
completely when participants complete the task that discourse markers are designed to facilitate, comparison of trade-
offs between options. Now, the presence of discourse markers is the single strongest factor that affects participant
performance (p < 0.030). Results for the evaluation task are equivocal. Although participants appear to benefit from
discourse markers, the effect is not significant (p < 0.084).

There are no significant effects of synthesis technology or task modality on the recall task. For the evaluation task,
we find that users benefit from seeing written task questions (p < 0.008), but the voice that is used for the experiment
does not affect performance (p < 0.564). The first result is as expected, the second result suggests that the effect of
speech synthesis technology is negligible, if high-quality synthesisers are used. On the comparison task, the voice
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Fig. 3. Percentage of correct answers on the recall task by modality and synthesis technology. Scores are averages per participant. The mid lines
indicate the mean, the length of the box corresponds to the range between the first and third quartile (interquartile range, IQR), and the whiskers
extend to 1.5 * IQR. Data points outside 1.5 * IQR are represented by points.
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Fig. 4. Percentage of correct answers on the comparison task by modality and synthesis technology. Scores are averages per participant. The mid
lines indicate the mean, the length of the box corresponds to the range between the first and third quartile (interquartile range, IQR), and the whiskers
extend to 1.5 * IQR. Data points outside 1.5 * IQR are represented by points.

itself also does not significantly affect performance (p < 0.299), but there seems to be a problem with the written
form of the tasks. Participants consistently perform more poorly when they read the questions instead of hearing them
(p < 0.000). This is a particular problem for the statistical parametric synthesis voice, as Fig. 4 shows. However, if
a summary contains discourse markers, performance is boosted back to normal levels. Without discourse markers,
participants answer an average of 2.19 comparison questions correctly when the summary is read using statistical
parametric synthesis; with discourse markers, participants get an average of 2.8 questions correct (p < 0.032).
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Fig. 5. Percentage of correct answers on the evaluation task by modality and synthesis technology. Scores are averages per participant. The mid lines
indicate the mean, the length of the box corresponds to the range between the first and third quartile (interquartile range, IQR), and the whiskers
extend to 1.5 * IQR. Data points outside 1.5 * IQR are represented by points.
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considered significant at the p < 0.05 level.

5.6. Discussion

Our results show that discourse markers do not aid verbatim recall, but they help users compare different options.
There is no clear evidence that they may also help users select an optimal choice, although the trends are encouraging.
In conditions where discourse markers show a significant effect, overall performance typically improves by 10-15%, if
we express the improvement as a percentage of the baseline. This is the outcome we would expect based on the studies
reviewed in Section 2.2. Verbatim recall questions can be answered correctly without understanding the relations
between the units of the discourse that is presented. Comparison and evaluation questions, on the other hand, rely on a
detailed mental representation that allows users to compute the trade-offs between the options that have been presented.
It is not surprising that the effect of discourse markers is largest for comparison tasks, since the markers have been
chosen to signal contrast and comparison. However, as detailed statistical analysis shows, seemingly innocuous design
decisions such as using spoken instead of written questions can have stronger effects on performance than the linguistic
organisation of the summary itself, as Fig. 6 illustrates.

Since most of the studies on the effects of linguistic markers on language processing have used written materials
(Ben-Anath, 2005), the results of our experiment make an important contribution to the literature on discourse markers.
We show that markers of comparison and contrast are not only effective in a traditional psycholinguistic eye-tracking
experiment, but also in a listening study where both the voice in which the summaries were presented and the modality
used for presenting the tasks varied considerably.

Our results also show that the benefit of discourse markers persists even when we do not assume a specific user
model. In Experiments 2 (eye-tracking) and 3 (web-based listening experiment), users were free to judge the three
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options presented in each summary according to their own priorities and explain these priorities in their response to
the evaluation task. We conclude that even when discourse cues are based on a generic user model that may be at odds
with actual user preferences, discourse cues make it easier for users to compare different options.

It is beyond the scope of the present paper to describe how discourse markers are generated depending on the user
model, and how values are sorted into desirable and undesirable values. Sample algorithms are described in detail in
Moore et al. (2004), Carenini and Moore (2006), and Demberg et al. (submitted for publication). In spoken dialog
systems, discourse markers need to be accompanied by appropriate intonation, since the position of pitch accents
affects the meaning of some of the discourse markers used in this study, such as “only” (Beaver and Clark, 2003). In
White et al. (2010), we discuss how the effect of discourse markers can be enhanced by using appropriate prosodic
markers.

6. Conclusions and future work

In this paper, we showed that the user-model based summarize and refine (UMSR) approach clearly outperforms
the summarize and refine (SR) approach in terms of task success and dialog duration (Experiment 1). User ratings on
our four user satisfaction criteria demonstrate a consistent trend favoring presentations based on the UMSR approach.
This is in line with results from previous experiments (Hu et al., 2007; Winterboer et al., 2007).

We then examined one possible reason for the effectiveness of the UMSR approach, explicit indication of trade-offs
using discourse markers (Experiments 2 and 3). We found that both for written and spoken summaries, the presence of
discourse markers helped users compare options. Importantly, we saw this beneficial effect even though the underlying
user model is based on generic potential user preferences instead of specific user priorities. Therefore, when designing
information presentation strategies for SDS, we recommend that trade-offs should be made explicit to help users select
from a set of available options.

Although UMSR has been successfully implemented in an end-to-end spoken dialog system (Paksima et al., 2009),
it has not been compared to an end-to-end SR system. It remains to be seen to what extent the relative benefits of
UMSR remain in this context.

The precise algorithm for choosing appropriate discourse markers depends not only on the natural language gener-
ation system available, but also on the specificity of the user model. To date, we have used hand-crafted (Winterboer
et al., 2008; Winterboer, 2009) or template-based generation (Winterboer et al., 2007; Hu et al., 2007; Winterboer
and Moore, 2007). Work on a full natural language generation system using jSPaRKy (Stent and Molina, 2009) and
SimpleNLG (Gatt and Reiter, 2009) is in progress.

Discourse markers are not the only way of signalling comparison and contrast relations. This information can also
be made explicit using comparative forms of adjectives (e.g., “Raymond is more expensive than Messina. Its price is
$32.”) or predicative constructions (e.g., “The main advantages of Raymond are its impressive décor and its excellent
service.”). Although discourse markers are often less explicit than these constructions, they are more concise. It remains
to be seen whether more explicit linguistic choices are more beneficial than well-chosen discourse markers.

As we have seen in Section 2, UMSR not only helps users identify trade-offs among options by choosing an
appropriate linguistic realization, but also favours a path through the set of possible options that is strongly weighted
towards options that will be highly rated by the user. It is not clear which aspect of UMSR has the bigger impact on
usability, the optimised path through the set of options, the focus on relevant attributes, or the explicit indication of
trade-offs. In this paper, we concentrated on the effect of explicitly indicating trade-offs. The benefits of focusing on
relevant attributes and pursuing a more efficient path through the set of options need to be investigated in an experiment
similar to our Experiment 1, where users are guided through a number of steps until arriving at the final set of options.

Clearly, UMSR can only be effective if the original user model is sufficiently accurate, and there is a lot of work
in the user modeling community on acquiring user models. It is the responsibility of application designers to define
relevant user models and ensure that they are appropriate for the intended audience. Given these user models, the
spoken dialog interface then needs to provide opportunities for users to state relevant preferences, and then use this
information for guiding them through the set of possible choices. This is exactly the kind of navigation that UMSR
facilitates. As we move from highly restrictive WOZ scenarios to more realistic implementations of UMSR systems,
we will need to work closely with experts in user modeling to ensure that relevant aspects of the user model can
be determined efficiently and accurately. In particular, we hope to investigate the effect of mismatches between the
system’s user model and the user’s actual preferences.
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