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ABSTRACT

In this paper we report on a series of experiments which com-
pare the effect of individual features on both text and speech sum-
marisation, the effect of basing the speech summaries on auto-
matic speech recognition transcripts with varying word error rates,
and the effect of summarisation approach and transcript source on
summary quality. We show that classical text summarisation fea-
tures (based on stylistic and content information) are portable to
broadcast news. However, the quality of the speech transcripts as
well as the difference in information structure between broadcast
and newspaper news affect the usability of the individual features.

1. INTRODUCTION

If possible, we would like to reuse textual summarisation tech-
niques when summarising spoken language. However, speech
transcripts differ from text documents in both structure and lan-
guage, warranting an investigation of several issues concerning
this knowledge transfer to the speech domain [1]. In general,
how well do the information extraction techniques found the most
meaningful for text documents fare on speech, and in particular
what is the effect of applying a text inspired summariser to erro-
neous speech recogniser transcripts?

For text it has been found that good extractive summarisers de-
pend heavily on features relating to the content of the text [2] and
on the structure and style of the text [3, 4]. Content-based features
are clearly vulnerable to errors introduced by a speech recognisers,
and in this paper we present experiments that quantify the effect
of recognition errors on summarisation. Structural and stylistic
features are likely to be more robust to automatic speech recog-
nition (ASR) errors, although they may be heavily dependent on
other components such as sentence boundary detection and topic
segmentation. Furthermore there are large differences in structure
and style between newspaper text and a transcript of a TV news
programme.

We have used two corpora to compare and contrast the sum-
marisation of broadcast news with the summarisation of newspa-
per text. The broadcast news corpus was a subset of the TDT2
corpus of North American broadcast news [5], containing 114
TV news programmes (about 43 hours of speech). A compara-
ble collection of summarised newspaper text was obtained through
the Document Understanding Conferences (DUC), containing 144
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news stories, each with a multiple-line extractive summary ob-
tained from human summarisers. These datasets are described in
more detail in section 2.

In section 3 we report on a series of experiments which com-
pare the effect of individual features on both text and speech sum-
marisation, the effect of basing the speech summaries on ASR
transcripts with varying word error rates (WERs), and the effect of
summarisation approach and transcript source on summary qual-
ity.

2. DATA

2.1. Broadcast news data

Research on spoken language summarisation has been limited by
suitably annotated data. For this work, we have annotated a por-
tion of the TDT–2 broadcast news corpus with human-generated
extractive summaries. The TDT–2 [5] corpus has been used in the
NIST Topic Detection and Tracking evaluations and in the TREC–
8 and TREC–9 spoken document retrieval (SDR) evaluations. We
selected a set of 114 ABC news broadcasts (ABC SUM) from this
corpus, totalling 43 hours of speech. Each programme spanned 30
minutes as broadcast, reduced to around 22 minutes once advert
breaks were removed, and contains on average 7–8 news stories,
giving 855 stories in total. In addition to the acoustic data, both
manually-generated “closed-caption” transcriptions and a set of
transcriptions from six different ASR systems, used in the TREC–
8 cross-recognition experiments, are available [6]. The estimated
WERs of the ASR transcripts range from 20.5% to 32.0%.

All ABC SUM transcripts have been segmented at three lev-
els: 1) sentence boundaries (manually segmented), 2) speaker
turns (produced by LIMSI [7] for TREC/SDR) and 3) story bound-
aries (the individual news stories were hand-segmented as part of
the TREC/SDR evaluations). The speaker turns and story bound-
aries were imposed on the manually-generated transcripts through
alignment with the ASR outputs. In turn the sentence bound-
aries were imposed on the ASR outputs by aligning the manually-
generated transcript to the ASR outputs. All alignments were done
automatically but manually checked to limit segmentation errors.

The 114 broadcasts in ABC SUM span the period from Febru-
ary to June 1998. They have been randomly divided into three
separate datasets for training, development and testing. Table 1
presents the statistics for the partitions.

For each segmented story in the ABC SUM data, a hu-
man summariser selected one sentence as a “gold-standard”, one-
sentence extractive summary. These one-sentence summaries were
all produced by the same human summariser, and an evaluation
experiment was carried out to check their consistency and qual-



part # words # sentence # documents # hours

All 283.419 21589 114 43.1
Train 235.593 17.948 95 33.8
Dev 24.996 1966 10 3.9
Testa 22.871 1679 9 3.4

aThis partition was not used for the work presented here.

Table 1. Statistics for the train, development and test part of the
ABC SUM

�� All Native Non-native

All stories 0.56 0.55 0.59
Long stories 0.34 0.34 0.39
Short stories 0.82 0.79 0.81

Table 2.
�� values indicating above chance agreement between the

6 summarisers (4 native and 2 non-native), estimated for all stories,
stories longer than the median and stories shorter than the median.

ity. Five additional human summarisers each produced summaries
for four of the broadcasts (44 news stories), randomly chosen and
spread reasonably in time throughout the corpus. To assess the
level of agreement between the summarisers the � statistic was
used [8]. � is a measure of agreement between judges, taking into
account the agreement one would expect to see from pure chance.
An estimate of � , can be found as follows
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where
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is the estimate of the proportion of inter-summariser
agreements and

�����
�	
is the estimate of the expected proportion

of chance agreement.
�� is 1 if the judges are in perfect agreement,

and
�� is 0 when there is only chance agreement. Table 2 shows

the estimated
�� values quantifying the degree of agreement for the

six human summarisers. In general the
�� values indicate that the

summarisers’ agreement is above chance level, with the
�� estimate

equal to 0.56 for all summarisers. Looking at the native (4 persons)
and non-native (2 persons) summarisers separately, there seems to
be no noticeable difference in agreement.

Calculating the
�� value according to (1) assumes that the num-

ber of categories each judge can choose from is constant. However,
in this case, the categories (ie. the number of sentences to choose
from in a given story) vary from story to story. The story length
over the entire ABC SUM corpus adheres to a rather bimodal dis-
tribution with many very short stories (typically 2-5 sentences) and
many longer stories (20-30 sentences), the latter of course leav-
ing room for much more disagreement between summarisers. A
separate

�� measure was therefore calculated for stories below and
above 16 sentences (the median story length). Analysing the short
and long stories separately gives a more nuanced picture of the
constituents of the

�� value and indeed as expected, on the short sto-
ries the summarisers have a very high agreement (

�� values around
0.80), whereas for longer stories the

�� drops to 0.34 - 0.39 indi-
cating a far more difficult task. The summarisers commented that

the task of picking a single sentence to represent an entire news
story was at times very difficult, and the observed disagreements
can partly be attributed to the difficulty in defining (and interpret-
ing) what is meant by a suitable one-sentence summary of a news
story.

The average pair-wise
�� calculated between the main sum-

mariser and each of the other summarisers in turn, was 0.57.
Overall, the analysis of inter-summariser agreement shows above
chance agreement for the tested documents, and therefore the sum-
marisation work done by the main summariser is considered of suf-
ficient quality and consistency, and the summaries are reasonable
candidates for a “gold-standard” set of summaries.

Extracting one-sentence summaries is closely related to au-
tomatic headline generation [9, 10]. The role of a headline will
typically differ from that of the one-sentence summary; headlines
tend to be more compact (no length restriction was put on the sum-
maries for ABC SUM) and can be classified as being either eye-
catchers, indicative or informative. The ABC SUM summaries
are all sought to be as informative about their corresponding news
story as possible.

2.2. Newspaper data

We have used text data obtained from the DUC-20011 text sum-
marisation evaluation. This data consists of newspaper stories
originally used in the TREC–9 question answering track, totalling
144 files (132 for training, 12 for testing) from the Wall Street
Journal, AP newswire, San Jose Mercury News, Financial Times,
and LA Times, together with associated summaries2. Each doc-
ument comprises a single news story topic, and the data is from
the period 1987-1994. Although the speech data is from 1998, the
broad topics covered in the two data sets are very similar.

3. EXPERIMENTS

The summarisation task is to automatically generate an extractive
summary for a spoken or printed news story. Our approach uses a
trainable, feature-based model which assigns a score to each sen-
tence that indicates how suitable that sentence is for inclusion in a
summary. When generating an � -line summary, the summary is
comprised of the � highest-scoring sentences.

A set of features are extracted for each sentence. The sum-
mariser is based around a set of multi-layer perceptron (MLP)
classifiers [11]:, one for each feature (feature-MLPs) and a sec-
ond level MLP (merger-MLP) which combines the outputs of the
feature-MLPs (figure 1). This feature-based approach is somewhat
similar to that employed by [12]; that approach discretised the fea-
tures and was based on a Naive Bayes classifier. The training set
for each feature-MLP consists of a set of single feature inputs, to-
gether with the summarisation label from the “gold-standard” (1
or 0), for each sentence. Thus each feature-MLP is trained to op-
timise summarisation for that feature alone. Given a set of trained
feature-MLPs, a merger-MLP may be obtained from a training set
in which each sentence is represented as the vector of feature-MLP
outputs. This two level architecture was primarily chosen because

1url = http://www-nlpir.nist.gov/projects/duc/index.html
2Extractive summaries for this data were contributed by John Conroy

(IDA) as an addition to the non-extractive summaries distributed with the
original DUC-2001 data, and were derived to cover the same content as the
non-extractive summaries.
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Fig. 1. Summariser architecture. All MLPs used in this work had
20 hidden units in a single hidden layer.

Feature : Description

POSITION I : Reciprocal position from the start.
POSITION II : Sentence position from the start.
LENGTH I : Length of sentence in words.
TF.IDF I : Mean of normalised tf.idf terms.
COSINE I : Cosine similarity measure of tf.idf terms.
NE I : Number of NEs.
NE II : Number of first occurrences of NEs.
NE III : Proportion of different NEs to number of NEs.

Table 3. Description of sentence-level features. The ’start’ and
’end’ are relative to the boundaries of the particular news story
topic. NE = named entity. Counts of NEs are per sentence.

it facilitates the analysis of the contribution of each features, by
sampling the performance of the feature-MLPs.

We investigated a large set of candidate features, which could
be divided into four categories: position of the sentence in the
story, length of the sentence, similarity of the sentence to the over-
all document, and distribution of named entities (NEs) within the
sentence. After some preliminary experiments, we settled on the
set of eight features listed in table 3. The first three features can
be classified as structural features, and are concerned with length
and position. The remaining features concern the content of the
sentence. TF.IDF I and COSINE I are based on traditional informa-
tion retrieval term weights comprising information about tf (term
frequency) and idf (inverse document frequency) [13]. The CO-
SINE I is the cosine similarity measure of the tf.idf term vector to
the document term vector. The final three features all concern the
NE distribution in the sentence. For the text data NE annotations
from the DUC evaluations have been used. The speech data has
been run through an automatic NE recogniser [14].

We have used both automatic evaluations (with respect to the
“gold-standard” summaries) and user-tests with human judges to
investigate the portability of text document summarisation ap-
proaches to broadcast news. Section 3.1 looks at the difference
between the contribution of the individual features for printed and
spoken data, section 3.2 presents results from experiments with
summarisation of ASR transcripts with different WERs and finally
section 3.3 describes the outcome of the human evaluation of the
perceived quality of the different speech summaries.

3.1. The contribution of the individual features

We assessed the contribution of an individual feature by basing a
summariser on the relevant feature-MLP alone. Figure 2 shows the
ROC curves for four of the single feature summarisers and a sum-
mariser combining the whole feature set, each operating on both
text and speech data. For both text and speech the summariser
based on the full feature set had the best performance character-
istics. For text, the positional feature POSITION I is clearly the
most informative for summarisation; for speech there is no sim-
ilarly dominant feature. This is linked to the stylistic differences
between print and broadcast media. Printed news stories typically
present the most important facts in the opening line, with subse-
quently related facts presented in the order of decreasing impor-
tance (the “inverted information pyramid”): indeed the opening
line is often referred to as the “summary lead”. Broadcast news
is rather different: it is written to be heard, and the lead sen-
tence(s) often aim to capture the interest of the viewer or listener,
without summarising the main facts in the opening sentence. Fur-
thermore, the information density within the story is not uniform,
and depends on the style, for example the news anchor may speak
information-rich sentences, compared with an interview.

These stylistic differences are also reflected in the contribution
of the last style feature, the length feature (LENGTH I). For text, the
sentence length is of less importance, but for speech it contains
a lot of discriminative information about whether a sentence is
summary-worthy. In the speech domain, the high information re-
gions in the stories are often from the anchor in the studio, the main
reporter or the occasional expert. It is often well-formed speech
with longer sentences (either read or partly scripted speech). In
contrast short sentences tend to be less information-rich.

The conclusions are similar when looking at the other main
group of features, the content features. In text none of these fea-
tures have been able to compete with the simple, yet very effective
position features. In the speech domain, the content features con-
tribute significantly. A very noticeable difference is for the named
entity based features. Their performances in the text domain are
relatively poor, but again the uneven information distribution in
speech means that named entities become much stronger indica-
tors of fact filled sentences. The tf.idf based features tell much the
same story.

A final point to note is that for text the combination of the
complete eight features added only minimal improvement to the
performance of the best single feature summariser - based on the
simple position feature. In the speech domain, the single feature
summarisers are more complementary and their combination is
significantly better than any of them on their own.

Although the newspaper text and the broadcast news speech
data are chosen so as to be as closely matches as possible, one
crucial difference is the type of evaluation summaries: multi-line
summaries for the text and one-sentence summaries for the speech.
This discrepancy between data sets adds a level of complexity
when drawing conclusions from these experiments. In terms of
the contribution of the individual features it is likely that the ap-
parent lack of contribution from some of the content features on
the text data is partly down to the fact that when creating a multi-
line summary any sentence candidate must not only be high in
information relevant to the content of the story but also be a com-
plementary match to sentences already selected in the summary
(a novelty factor is incorporated into approaces such as the MMR
[2]).
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Fig. 2. . Influence of the various features on the text and speech summarisers - ROC curves for the individual features and their combination
to newspaper summarisation (DUC; left) and broadcast news summarisation (ABC SUM; right).

3.2. Summarising ASR transcripts

The above experiments on broadcast news were carried out on
manual, closed-caption transcriptions. Although these transcripts
are not error-free (WER of 14.5%) they are still far better than
transcripts from ASR systems. However, applications for auto-
matic summarisation of spoken news story would have to make do
with transcripts output from automatic speech recognisers. This
section reports on experiments carried out to assess the effect of
using ASR transcripts of varying WER.

Figure 3 shows the ROC curves for speech summarisers based
on transcripts from six different ASR systems (produced for the
TREC–8 SDR evaluation), along with the manual transcript. Each
summariser was trained and tested on transcripts from the same
source. The curves for the different transcripts are very close, and
these results indicate that there is relatively little difference due to
WER, although the summariser based on the recogniser with the
highest WER does show some degradation in performance. This
relative indifference to WER, similar to that observed in spoken
document retrieval using this data, can be explained, at least in
part, by the structure of a typical broadcast news story. The most
information rich parts of a broadcast news story tend to correspond
to planned studio speech; spontaneous speech in variable acoustic
environments is less information rich, from the point of view of
summarisation—and harder to recognise. Zechner et al. report
an increase in summarisation accuracy and a decrease in WER on
broadcast news summaries by taking into account the confidence
score output by the ASR system when producing the summary,
and thereby weighting down parts of speech with potentially high
WERs [16].

Clearly, factors such as the structure of the news story, the
WER of the transcript and the types of feature do have an effect
on the summary. For ABC SUM, the structure of the news stories
varies: some are organised like typical broadcast stories with the
characteristic diffuse spread of information, others are more remi-

niscent of newspaper stories. A thorough investigation of the inter-
action of these factors would require a proper categorisation of the
news stories. We have carried out preliminary experiments based
on a very simple categorisation, whereby long and short news sto-
ries were processed separately. The majority of the short stories
of around three sentences are almost always read speech, spoken
by the anchor in the studio and the information is presented in a
straightforward manner with the most important facts introduced
first. The long stories, on the other hand, tend to have the content
rich sentences spread throughout the news story.

Figure 4 shows four plots arising from doing summarisation
on long and short news stories based on high WER (shef-s1), low
WER (cuhtk-s1) and manually-generated transcripts. Each plot
shows ROC curves from four feature-MLP summarisers as well as
from the merger-MLP combining all eight features.

Comparing plots for the long and short stories (left-hand col-
umn to right-hand column) shows that the different types of feature
perform differently depending on the style of the news story. On
the long stories the position feature is much less important than for
the short stories. The sentence length and the tf.idf based features,
on the other hand, are far more important in longer stories. This
further confirms the found link between feature contribution and
structure of news story, and is in line with the conclusions drawn
in section 3.1.

Only subtle differences in summarisation accuracy arise from
an increasing WER. The curves for the manual and cuhtk-s1 tran-
scripts are very similar. For the long/shef-s1 combination the area
under the ROC curves is smaller, reflecting the increased number
of errors in the transcripts. A larger difference is observed for the
short/shef-s1 stories where the length and content based features
have dropped in performance, in contrast to the position feature
(which is not directly dependent on the speech recognizer).
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Fig. 3. . The influence of various WERs on the speech data sum-
marisers - ROC curves for summarisers corresponding to differ-
ent quality ASR transcripts plus the manually-generated transcript.
WERs for the ASR and manual transcript are measured against 10
hours of TREC-8 reference data [15].

The experiments have shown that the optimal choice of fea-
tures when transfering text features to broadcast news, is susepti-
ble to both the structure of the news story and the quality of the
transcripts.

3.3. Human perception of different summaries

The proximity of the curves in Figure 3 indicates that only for
relatively high WERs was there any degradation to be found in the
ability of the summarisers to pick the “gold-standard” sentence.
However, this type of evaluation fails to investigate the effect of
the WER on the quality of the summary. It is easy to imagine that
even a single word substitution, with a small impact on the WER,
can change the meaning of a sentence completely.

Another issue is the difference between the expected nature
of the errors found in the “closed caption” transcripts as opposed
to the ASR induced errors. Errors in the manual transcripts are
made by humans and often occur because the steno-captioner has
misheard or possibly is unable to keep up. However, the resulting
transcripts are in general grammatical and therefore more readable
than erroneous ASR transcripts.

To better address this point, a final set of experiments was con-
ducted, where 8 judges were asked to give a utility score to vari-
ous summaries. They were each given the full manually-generated
transcript for each of 44 news stories (from the same 4 broadcasts
as the human summarisers were asked to check, see Section 2.1),
and for each story they were asked to evaluate 9 different summary
candidates. Each summary candidate was given a score between 1
and 10 (the best).
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Fig. 4. The performance of summarisers based on all features and
four typical single feature summarisers on long and short news sto-
ries and high WER (shef-s1), low WER (cuhtk-s1) and manually-
generated transcripts.

The 9 summary candidates were obtained by generating three
different types of summary on three different types of transcript.
The three summarisation approaches were:

� “gold-standard” , as generated by the human summariser.
� few features, a summariser combining a reduced set of fea-

tures: POSITION I, LENGTH I, TF.IDF I, COSINE I, and NE III.
� all features, a summariser combining the full feature set

(all eight features from Table 3).

The three different transcripts were: 1) manually-generated
(closed captions), 2) from the cuhtk-s1 ASR (relatively low WER
ASR), and 3) from the shef-s1 ASR (relatively high WER).

Table 4 shows the average score for each of the sum-
mariser/transcript combinations. Comparing the effect of apply-
ing the summarisers to different types of transcripts, we found that
the human judges had a preference to the summaries based on the
manual transcripts. The scores for the manually-generated tran-
scripts are all higher than for the ASR transcripts. This is in con-



Summariser gold all few
/Transcript standard features features

avr.

manual 6.96 6.63 5.80 6.46
cuhtk-s1 5.73 5.45 4.53 5.24
shef-s1 4.98 3.34 4.31 4.21

avr. 5.89 5.14 4.88

Table 4. Average score from human judges. Each score is the
average of the scores of 8 judges for 44 news stories. The scores
for each human judge have all been normalised to lie within the
full range 1-10.

trast to the results from the automatic evaluations that failed to de-
tect any noticeable difference in performance between manually-
generated transcripts and the cuhtk-s1 transcripts.

The quality of the summaries produced by the three types
of summariser were also perceived to be different. The “gold-
standard” type summary has the highest average score (as ex-
pected). The feature based summaries scored lower when using
the reduces feature set compared with the full feature set, apart
from when using the high WER transcripts.

It is important to note that often not even the “gold-standard”
summary for the manually-generated transcripts was thought by
the judges to be a very good summary for the particular news story.
More research is needed to investigate whether a one-sentence ex-
tractive summary is only useful for particular types of news stories.
Since the news stories the judges were given to evaluate were the
same as those the test summarisers worked on, we know for cer-
tain that some of these stories were very difficult to summarise;
for example for one 29 sentence story each of the six human sum-
marisers chose a different summary sentence. Therefore some of
the “gold-standard” summaries must be considered as less than
definitive.

Both the ROC curve inspection and scoring using human
judges belong to the category of intrinsic evaluation (concerned
with comparing summaries using different criteria, [17]). In future
work we plan to investigate more extrinsic evaluation methods di-
rected towards assessing how useful a summary is for carrying out
a particular task (eg. comprehension).

4. CONCLUSIONS

We have investigated the portability of extractive text summari-
sation techniques to broadcast news. We assessed the contribution
of individual features (stylistic and content-based) by investigating
ROC curves for summarisers based on newspaper data and broad-
cast news data respectively. It was found that for text the posi-
tion feature is very dominating, and features containing content
information are less important. For speech however, the stylistic
features and the content features were all significant. Looking at
the effect of using transcripts of speech obtained from ASR sys-
tems, the automatic evaluation showed only a degradation in per-
formance when the WER became high. However, a test with hu-
man judges made clear that even small errors in the transcripts can
reduce the perceived quality of the summary.

We have shown that classical text summarisation features
(based on stylistic and content information) are largely portable
to the domain of broadcast news. However, the experiments re-
ported here also made evident that the different characteristics of a

broadcast news story, such as the different information distribution
and the effect of different types of transcript error, warrant more
sophisticated information extraction techniques, where the organ-
isation of summary-worthy information in the news story is more
explicitly taken into consideration.

Future work will investigate in more details the effect on the
summary quality of using automatically detected sentence bound-
aries, speaker changes and news story segments rather than manual
segmentations as in the data employed in this work, along with au-
tomatic feature selection algorithms for this task.
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