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ABSTRACT

In this paper a model-based approach for restoring a
continuous fundamental frequency (F0) contour from
the noisy output of an F0 extractor is investigated.
In contrast to the conventional pitch trackers based
on numerical curve-fitting, the proposed method em-
ploys a quantitative pitch generation model, which is
often used for synthesizing F0 contour from prosodic
event commands for estimating continuous F0 pat-
tern. An inverse filtering technique is introduced for
obtaining the initial candidates of the prosodic com-
mands. In order to find the optimal command se-
quence from the commands efficiently, a beam-search
algorithm and an N-best technique are employed.
Preliminary experiments for a male speaker of the
ATR B-set database showed promising results both
in quality of the restored pattern and estimation of
the prosodic events.

1. INTRODUCTION

Pitch contours are well known as a medium for rep-
resenting the most significant part of prosodic infor-
mation. Although it is largely expected that pitch
contours can be effectively used for automatic speech
recognition, no method has been developed for de-
tecting pitch frequencies with high accuracy. More-
over, even if we assume that the detected pitch fre-
quency is reliable, due to undefined pitch frequency
for unvoiced sounds of a speech; the continuous pitch
contours of an utterance can not be obtained. There-
fore, some sort of method for smoothing the pitch
contours is necessary to detect prosodic information
from pitch contours. Most of the smoothing methods
widely used are based on numerical curve fitting algo-
rithms such as linear line fitting, spline curve fitting
and so on. However, these methods are likely to lose
prosodic cues which were contained in the original
pitch contours. In the present approach, this prob-
lem has been extensively investigated and a method
has been proposed for pitch contour restoration based
on a super-positional prosodic model.

The Fujisaki model [1] is used as the prosodic
model of the current study. In this model, F0 which

is a function of time t is given by

ln F0(t) = ln Fmin +
I∑

i=1

Api
Gp(t− Tpi)

+
J∑

j=1

Aaj {Ga(t− Taj)−Ga(t− (Taj + τaj))} ,

(1)
where

Gp(t) =
{

α2te−αt, (t ≥ 0),
0, (otherwise), (2)

indicates the impulse response function of the phrase
control mechanism, and

Ga(t) =
{

min[1− (1 + βt)e−βt, θ], (t ≥ 0),
0, (otherwise),

(3)
indicates the step response function of the accent con-
trol mechanism.

The impulse and step signals driving the model
are called “phrase commands”, “accent commands”
respectively and they are often called “prosodic
events” or “commands” as a whole. Compared to
the original input contours, if we can choose a suit-
able set of prosodic events from the given raw F0

contours, then the F0 contour restored by the model
will have better characteristics for further prosodic
analysis for speech recognition.

Although this model has been widely used in the
area of speech synthesis, it is still an open problem
to develop a method for automatic estimation of the
reasonable set of commands from a given F0 contour
[2, 3]. Here, we propose a new method that employs
inverse filtering technique to find the initial candi-
dates of the prosodic commands, and it selects the
best fit set of commands for the input F0 contours.

2. OUTLINE

Fig. 1 shows an outline of the proposed method. At
first, raw F0 contours are obtained from a pitch ex-
tractor. The input to the extractor is the frame-by-
frame input speech signal sequence and the output
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of the same is fed into two inverse filters that gen-
erate candidates for accent and phrase commands.
Since the inverse filters produce a lot of noisy out-
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Figure 1: Outline of the system

put against the raw F0 contours with enormous dis-
continuities, a mechanism for finding the plausible
prosodic commands from the filter outputs is re-
quired. This is implemented by combining a beam-
search algorithm which works synchronously with
time and an N -best search algorithm for selecting the
possible candidate sequences. In this algorithm, the
candidates are ranked according to their fitness to the
input F0 contours. The fitness is measured by a scale
of squared error (distortion) between the original in-
put F0 contours and the restored candidate sequence.

3. RESTORATION ALGORITHM

3.1. Inverse Filtering

Although the F0 generating mechanism of the Fu-
jisaki model is simple, estimation of commands for
generating a given F0 contour is quite hard and not
straightforward. This is due to the fact that the esti-
mation of the input of the model is an ill-conditioned
inverse problem. Hence, successive approximation
algorithm which is sometimes called “Analysis-by-
Synthesis” (A-b-S) is widely used to estimate the
commands. On the other hand, Fujisaki and his col-
leagues proposed a rather straightforward approach
using an inverse filter technique [4]. In their ap-
proach, two types of inverse filters were designed, one
is for detecting phrase commands and the other is for
detecting accent commands. In the present study, the
same filters are employed.

The transfer function of the filter for detecting
phrase commands and accent commands are denoted
by H−1

p (z) and H−1
a (z) respectively, and they are

given by

H−1
p (z) =

z−1−2− 2(αT + 1)z−1 + (αT + 1)2

α2T 2
(4)

H−1
a (z) = β−2T−3

{
(βT − 1)2 − (βT + 1)(βT + 3)z−1

+(2βT + 3)z−1−2− z−1−3
}

.
(5)

These filters were designed under the assumption that
at a certain time instance, the output of the Fujisaki
model will get dominated by only one command of
the command sequence. Therefore, the filters would
work reasonably only under the conditions that the
previously mentioned assumption holds, and the ob-
served F0 contours are continuous and noise free.

Fig. 2 shows an example of applying the inverse
filters to the observed F0 pattern of a real speech. It
can be seen that due to the noisy outputs of the filters,
it is not easy to find the true command sequence by
employing a simple decision logic.

The problem related to the super-positional ef-
fect of the commands could be solved by feeding the
modified F0 pattern to the filters for eliminating the
influence of the preceding commands from the pat-
tern.

Now, if we assume that the correct command se-
quence up to processing time tp is estimated, and rep-
resent the observed pitch pattern in logarithmic scale
and the generated pitch patterns as P (t) and P̃tp(t)
respectively, then the residual pattern expressed by
Rtp(t) = P (t) − P̃tp(t) will have no components cor-
responding to the commands occurred before tp. This
Rtp(t) could be effectively used as an input to the fil-
ters for capacitating the same to work properly. It
is not possible to determine the correct command se-
quence for a certain time interval, and therefore, this
residual pattern is to be calculated for every hypothe-
ses of the command sequence at time tp. Namely, for
the m-th hypothesis,

Rm,tp(t) = P (t)− P̃m,tp(t), (6)

where P̃m,tp(t) is the generated F0 value in logarith-
mic scale at time t (t ≤ tp). In contrast to “method-
1” in which the observed F0 contour is fed directly to
the filters (see Fig. 1.), the proposed compensation
method will be called as “method-2”.

3.2. Distortion Measure

As mentioned in the previous section, it is necessary
to find a mechanism for selecting the proper com-
mands from the noisy output of the inverse filters. In
order to evaluate the quality of the chosen command
sequence, a distortion measure is employed. How-
ever, a straightforward definition of the measure in
the domain of command sequence is very complex,
and therefore, in the present approach it is defined
in the domain of F0 contours as a distortion of the
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Figure 2: Example of inverse filtering

regenerated F0 contour from the command sequence
against the observed F0 contour. For the m-th candi-
date command sequence at processing time instance
tp, if Dm,tp is the cumulated distortion of P̃m,tp(t)
up to processing time tp against the observed log F0

value P (t), then Dm,tp can be defined as

Dm,tp =
tp∑

t=0

w(t)(P (t)− P̃m,tp(t))2, (7)

where the weight function w(t) is given by the pitch
extraction reliability measure with its value in the
interval of [0, 1].

3.3. Search algorithm

Since a large number of possible combinations of com-
mand sequences can be generated from the output of
the inverse filters, it is not feasible to enumerate all
of the command sequences and calculate their dis-
tortion (7). Hence, in the present approach; an ef-
ficient searching algorithm is developed for choosing
the plausible candidate sequences. The algorithm is
combined with a beam-search algorithm which works
synchronously with time and an N-best search algo-
rithm (Fig. 3).

In the proposed algorithm, the following steps are
taken according to the processing time tp which starts
at 0 and extends until the ending frame of the utter-
ance is reached.

1. Calculate the distortion Dm,tp for the top M
candidates.

2. Select the candidates based on the following
rules.

N best

time t

N best

beam width M

time t-1

command sequence candidates

phrase command accent command onset

M-2N
best

inverse
filters

command sequence candidates

Figure 3: Search algorithm

If a phrase command Ap is detected at tp
then choose the top N candidates accord-
ing to the distortion Dm,tp among the M
candidates at time tp − 1 that can be fol-
lowed by the phrase command Ap. Add
the phrase command Ap to the end of each
candidate sequence.

If an accent command Aa is detected at tp
then choose the top N candidates accord-
ing to the distortion Dm,tp among the M
candidates at time tp − 1 that can be fol-
lowed by the accent command Aa. Add
the accent command Aa to the end of each
candidate sequence.

3. Choose top M − 2N candidates among the M
candidates at tp−1 assuming that no command
occurred at time tp.

4. Experiments

4.1. Experimental conditions

For evaluating the performance of the proposed
method, 50 sentences were chosen from 503 sentences
of the ATR continuous speech database (set-B) ut-
tered by a male speaker MYI. As a pitch determinant
algorithm, the “Lag-window method” [5] was em-
ployed with analysis frame interval of 10ms. As for
the parameters of the inverse filters, α was set to 3.0
and β was set to 20.0.



4.2. Results

Fig. 4 shows an example of pitch restoration by em-
ploying method-2. In Fig. 4, it can be seen that the
proposed method succeeded in capturing most of the
prosodic events and the restored pitch pattern ap-
pears to be reasonable.
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Figure 4: Example of restoration by method-2

Fig. 5 shows the resultant performance mea-
sured in distortion against the search parameters
(the beam-width M and N -best). It is clear from
the figure that method-2 works better than method-
1. However, there exists some tradeoff between the
parameters N and M .
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Figure 5: Distortion against search widths

Another comparison has been done in the basis
of the distortion against the ideal F0 contours which
were generated from the Fujisaki model where the
model parameters were determined by A-b-S with hu-
man guide. In Table. 1, it can be seen that compared

to the the numerical curve smoothing technique such
as liner-line fitting and moving average filter, the pro-
posed method-2 gives closer F0 patterns to the ideal
patterns. However, if command sequence estimation
is taken into account, then the present result is not
close to the human aided A-b-S results. The correct
rate of command estimation was around 30% with
± 100ms discrepancy from the A-b-S command loca-
tion.

smoothing method distortion (log Hz/frame)
(without smoothing) 0.332
linear-line fitting 0.259
moving average filter 0.216
method-1 0.206
method-2 0.192

Table 1: Distortion against ideal F0 pattern

5. CONCLUSION

Although it is still an open problem to establish an
algorithm for estimating the command sequence of
the Fujisaki model, the proposed method based on
the inverse-filtering technique seems promising. The
proposed method is to be improved farther by design-
ing filters that are robust against noisy input and by
adding some restrictions for choosing the commands.
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