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Abstract
When deciding whether to adapt relevant aspects of the
system to the particular needs of older users, spoken
dialogue systems often rely on automatic detection of
chronological age. In this paper, we show that vocal age-
ing as measured by acoustic features is an unreliable indi-
cator of the need for adaptation. Simple lexical features
greatly improve the prediction of both relevant aspects
of cognition and interactions style. Lexical features also
boost age group prediction. We suggest that adaptation
should be based on observed behaviour, not on chrono-
logical age, unless it is not feasible to build classifiers for
relevant adaptation decisions.
Index Terms: age recognition, pitch, keyword spotting,
cognitive ageing

1. Introduction
Spoken dialogue systems (SDS) provide an invaluable
source of information about user characteristics such as
age, gender, and emotion: the user’s speech. Detecting
these characteristics from speech input allows systems to
automatically adapt to user needs [1].

In this paper, we look at one particular instance of
this paradigm: detection of older voices in order to adapt
systems to the particular needs of older people. Older
people potentially require the system to accommodate
age-related changes in voice, speech, and cognition [1, 2].
Other aspects that may be adapted to older people may
include the products and services offered initially, the
formality of system messages, and the level of politeness
[1]. To complicate matters, older users are also more
likely to be dissatisfied with badly designed systems or
systems that cannot accommodate their particular inter-
action style [3, 4, 5].

Recent research has focussed on inferring chronolog-
ical age from utterance-level and frame-based acoustic
features [6, 7, 8]. But is the predicted age group suf-
ficient for automatically adapting SDS to the needs of
older users? If there is a lowest common denominator of
the literature on ageing, it is diversity. This makes older
people very difficult to design for [9]. Hence, it might be
more useful to predict the need for specific adaptations
directly, without a detour via age recognition.

In this study, we predict two relevant user charac-
teristics, information processing speed and interaction
style using both predicted age group and specially con-
structed regression models. In our models, we use only
features that are easy to extract from the speech wave-
form: pitch-related features, vocal tract length warping
factor, speaking rate, mel-frequency cepstral coefficients

(MFCCs) and the frequency of word groups that can
be determined using simple keyword spotters. We find
that age is not a useful hidden variable for determining
relevant user characteristics. Specialised models almost
always outperform models that only use predicted age.
Lexical features in particular boost classification.

2. Background

We can estimate speaker age from vocal cues because
age-related changes in anatomy and physiology affect the
vocal folds and the vocal tract [10]. In particular, F0-
related measures such as jitter, shimmer, and overall F0
statistics have been shown to correlate with ageing [11].
Long-term average spectra also change [12]. State-of-the-
art algorithms for age recognition exploit MFCCs and
other features commonly used in speaker recognition [7].

Once age has been estimated, we can accommodate
the specific requirements of older users. For example,
the system can switch to different acoustic and language
models [13, 14], change the number of options presented
to accommodate lower working memory spans [15], or
adapt dialogue management strategies [5].

However, this approach is not without problems. The
age that can be estimated from vocal cues (“perceived
age”) is not necessarily a good indicator of chronological
age [10]. Therefore, we need to assess whether estimated
age can be used to predict relevant characteristics of older
users. In particular, we will compare age-based classifiers
with models derived from easily extracted acoustic and
lexical features.

3. Material

3.1. Participants

Our data set consists of 448 appointment scheduling di-
alogues between 50 participants and 9 spoken dialogue
systems. 26 participants were older, with an average age
of 66 (SD = 9.1, range: 52–84) and 24 participants were
younger, with an average age of 22 (SD = 2.7, range: 18–
29). All participants underwent a comprehensive battery
of cognitive tests [4]. There were significant differences
between younger and older participants on all tests in the
expected direction [4]. Older users had a shorter working
memory span, slower information processing speed, lower
fluid intelligence, and higher crystallised intelligence.

3.2. Data Collection

The dialogue data was collected using a Wizard-of-Oz
paradigm. Users were asked to schedule one appointment
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each with nine system-initiative simulated SDS. The sys-
tems differed in the number of options presented at each
stage and the confirmation strategies used. For a compre-
hensive description of the experimental setup, recording,
transcription, and annotation, see [4, 16]. Task success
was measured using task completion, number of tasks
completed correctly, and appointment recall, while user
satisfaction was measured using a questionnaire.

Information Processing Speed(DSST): Although the
dialogue strategy used did not affect task success [4], we
found that users with lower information processing speed
had more problems recalling the appointment correctly.
None of the other cognitive variables correlated with task
success. Since information processing speed correlates
with task success, we chose it as a target variable for
prediction. We measured information processing speed
using the digit/symbol substitution subtest of the Wech-
sler Adult Intelligence Scale [17]. The resulting variable
is called DSST. Our older participants had an average
DSST score of 51 (SD = 11, range: 21–70), while younger
participants had an average DSST score of 75 (SD = 8.6,
range: 63–93).

Interaction Style (IS): We also found significant dif-
ferences in interaction style between older and younger
users [5]. “Social” users produced a large number of so-
cial speech acts, showed a high level of user initiative,
and tended to use synonyms for simple answers such
as “yes” and “hello” as well as words used in interper-
sonal communication such as “hello” and “please”. “So-
cial” users were significantly less happy with the simu-
lated SDS than “factual” users. They also did not adapt
their interaction style to the dialogue systems over the
course of nine dialogues. 62% of all older users (n=16)
and 4.2% of all younger users (n=1) used a Social inter-
action style.1

3.3. Features

All features were rescaled to have a mean of 0 and a
standard deviation of 1.

Acoustic Features: Mel Frequency Cepstral Coef-
ficients (MFCC) were computed from the speech utter-
ances using a window size of 25 ms and a frame shift of 10
ms. 14 features were used, one per MFCC plus energy.
The first 10 seconds of each speaker’s utterances were
used as input to the classifier. Speaking rate in phonemes
per second was computed based on forced alignment of
the waveforms with the transcription. The vocal tract
length normalisation warping factor VTLN was com-
puted using the HTK toolkit [18]. For all vowels, we
obtained five shimmer values, five jitter values, the mean
noise-to-harmonics (NTH) ratio, the mean harmonics-to-

1Each user’s interaction style was described by a cluster of
three feature sets: overall dialogue statistics, speech act group
frequency, and word group frequency. We clustered user be-
haviours both based on each feature set in isolation and on
a combination of all three feature sets. For all four input
vectors (dialogue stats, speech act groups, word groups, com-
plete feature sets), the best solutions consisted of two clusters,
which overlapped to a large degree [5]. For our regression ex-
periments, we predict interaction style derived from speech
act frequencies in order to avoid circularity. The two outliers
excluded from the original analysis are assigned to the “So-
cial” cluster, since they represent extreme examples of “social”
users.

Table 1: Definition of word groups selected for final re-
gression models. (etc. = and variants)

Cat. Description Cat. Description

yes “yes” etc. no “no” etc.
pos positive feed-

back, not yes
neg negative feed-

back, not
no

please “please” etc. sorry “sorry” etc.
hello “hello” etc. bye “good-bye” etc.
hes hesitations trunc truncated

words

noise (HTN) ratio in dB, the fraction of unvoiced frames
(% UV), and minimum, maximum, mean, and median
F0 in Hz using the Praat voice profile [19]. Vowels with
F0 values greater than the 95th quantile of all values or
smaller than the 2.5th quantile for a given variable (mean,
median, min, max) were excluded from analysis, since
these values were likely to have been affected by pitch
detection errors.

Lexical Features: In addition to the acoustic fea-
tures, we used word-class frequencies as defined in [5].
Table 1 summarises all word classes used as the input for
feature selection. These frequencies can be easily com-
puted online using a keyword spotter. We also included
a count of hesitations and truncated words because these
might indicate disfluencies, a potential sign of high cog-
nitive load.

4. Method

The classifiers constructed for this study use linear regres-
sion for the normally distributed target variable DSST
(Shapiro test, p < 0.85) and logistic regression for the
binary variables IS and Agel. For the MFCC-based clas-
sifier, we used L2 regularised logistic regression and sup-
port vector machines [20], because this is better suited
to dealing with large amounts of training data; for all
others, we used the R functions lm and glm [21]. We use
regression because the resulting models are easy to inter-
pret and allow us to establish and quantify the strength
of links between predictors and target variables.

Since our data set is comparatively small with 50 data
points, it is particularly vulnerable to overfitting when
using large feature vectors. Therefore, we use feature se-
lection to construct models that generalise well. We first
selected promising jitter, shimmer, and pitch features us-
ing stepwise feature selection (stepAIC, [22]). Starting
from a constant baseline model, the method selects the
predictor from the variable pool that explains the largest
amount of residual deviance until the Akaike Information
Criterion (AIC, [23]) no longer decreases. We then com-
bined those features with the remaining variables (mean
NTH, mean HTN, % unvoiced, rate, VTLN) for final se-
lection of all voice-related features (Voice model). Next,
we used the same feature selection procedure to find a
set of appropriate lexical features (Lex model). Finally,
we applied the feature selection procedure to the com-
bined set of voice features and lexical features to yield a
model that incorporates both voice and lexical features
(Voice+Lex model).
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All regression models were evaluated using leave-one-
out cross-validation. For MFCC features, the model was
trained on all frames from n-1 speakers and then evalu-
ated on the frames of the nth speaker. Age group was
assigned based on the majority vote. The leave-one-out
results of the Voice, Lex, and Voice+Lex age models
were used as “predicted age” for predicting IS and DSST.
The output vector of the MFCC-based classifier was not
tested separately because performance is very similar to
the Voice model.

5. Results

The resulting regression models for age, IS, and DSST
are given in Table 2. Table 3 summarises accuracy, pre-
cision, and recall for detecting whether a user is older.
All models represent a clear improvement over the base-
line classifier, which only predicts the most frequent age
group (i.e. “older”; accuracy and precision: 52%, recall:
100%). Voice features and MFCCs have similar accuracy.
Using lexical features allows a more precise age detection
than using voice features or MFCCs alone; adding lexical
features to voice features mainly improves precision.

Table 2: Predictors used in Regression Models

Variable Model Predictors

Age Voice min F0, med F0, mean F0,
shimmer AB

Lex please, pos, thanks, hello
Voice+Lex please, pos, min F0, med

F0
IS Voice Rate, med F0, VTLN

Lex please, sorry, hes, yes
Voice+Lex sorry, VTLN, hes

DSST Voice med F0, shimmer AB, mean
F0, mean NTH, % UV,
mean HTN

Lex pos, sorry, neg
Voice+Lex pos, mean NTH, mean F0,

med F0, sorry

Since most of our participants use a “factual” interac-
tion style, accuracy is acceptable at 66% if we default to
this class as our baseline (cf. Table 4). However, we are
interested in finding participants who are likely to have a
“social” interaction style. None of the age-based logistic
regression models improved on the baseline; they always
predicted the most frequent interaction style. When we
estimate IS using age-specific defaults (i.e. older users
are “social”, younger users are “factual”) and real age
groups, we obtain near-perfect recall (94.12%) and re-
spectable precision (61.54%). Although the voice-based
model fails to improve on this performance, using lexical
features gives us nearly perfect scores. Most importantly,
precision is greatly improved, which means that the more
sophisticated model can accurately discriminate between
“social” older users and “factual” older users.

The baseline RMS error of a classifier that predicts
the same DSST score for all users is 15.50. Using just
the user’s real age group, we can decrease RMS to 10.23.
Table 5 lists RMS values for the three models based
on predicted age and the three models constructed from

Table 3: Results for Age Prediction (Target: Older)

Model Acc Prec Recall

Voice 70.00 84.62 66.67
Lex 82.00 76.92 86.96
Voice+Lex 90.00 92.31 88.89
MFCC 70.00 73.90 65.40

Table 4: Results for Interaction Style (Target: Social)

Model Acc Prec Recall

Voice 76.00 41.18 77.78
Lex 96.00 100.00 89.47
Voice+Lex 100.00 100.00 100.00

scratch. The classifier trained on both acoustic and lex-
ical features is slightly, but not significantly better than
the model using real age. The classifiers based on voice
features alone are significantly worse than the classifier
based on real age (one-sided Mann-Whitney test, p <
0.0026 using age predicted from voice, p < 0.049 using
voice features ).

6. Discussion

We constructed classifiers based on voice and lexical fea-
tures for two user characteristics that predict task success
and user satisfaction of older users in an appointment
scheduling task: information processing speed (DSST)
and interaction style (IS). For both target variables, clas-
sifiers based on predicted age were outperformed by mod-
els that were trained to predict the variables of interest
directly. Lexical features in particular improved perfor-
mance. This result is independent of the performance
of our age prediction algorithms. A dedicated IS model
greatly outperforms the best possible classifier based on
actual age, while a specific DSST model approximates
the performance of a classifier based on actual age. This
suggests that systems may benefit from predicting rele-
vant user characteristics directly whenever feasible, not
infer them from predicted age. We acknowledge that of-
ten, this is not possible or desirable (e.g. for age-specific
product suggestions).

The best performance is seen when lexical features
are combined with voice features, while voice features
on their own perform relatively poorly. The same lexi-
cal features used for dedicated classifiers also boost age
prediction. Since the features we used are not task spe-
cific, they should transfer reasonably well to other tasks
and classifiers. We plan to investigate this issue in future
work.

The greatest disadvantage of our approach is that
compiling appropriate lexical frequency statistics takes
time, whereas systems such as the one discussed by Metze
et al. [1] use voice features determined from the first re-
sponse to adapt almost all aspects of the subsequent in-
teraction, including products presented to the user. Al-
though some of the word groups (please, hello) used are
likely to occur in the first utterance or two, word groups
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Table 5: Results for DSST. RMS-A: Models based on
Predicted Age from Feature Set, RMS-M: Models directly
derived from Feature Set

Feature Set RMS-A RMS-M

Voice 14.36 12.29
Lex 13.29 12.20
Voice+Lex 11.34 9.77

such as pos, sorry, or hes can typically only be detected
during the dialogue. One solution would be to compile
relevant lexical frequency statistics as part of the dialogue
history, and use them to change system behaviour when
problems arise.
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