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Abstract. In this work we describe a large-scale extrinsic evaluation of
automatic speech summarization technologies for meeting speech. The
particular task is a decision audit, wherein a user must satisfy a complex
information need, navigating several meetings in order to gain an under-
standing of how and why a given decision was made. We compare the
usefulness of extractive and abstractive technologies in satisfying this
information need, and assess the impact of automatic speech recogni-
tion (ASR) errors on user performance. We employ several evaluation
methods for participant performance, including post-questionnaire data,
human subjective and objective judgments, and an analysis of partici-
pant browsing behaviour.

1 Introduction

In the field of automatic summarization, machine summaries are often evaluated
intrinsically, i. e., according to how well their information content matches the
information content of multiple reference summaries. A more comprehensive and
reliable evaluation of the quality of a given summary, however, is the degree to
which it aids a real-world extrinsic task: an indication not just of how informative
the summary is, but how useful it is in addressing a real information need. While
intrinsic evaluation metrics are indispensable for development purposes and can
be easily replicated, they ideally need to be chosen based on whether or not
they are good predictors for extrinsic usefulness, e.g. whether they correlate to
a measure of real-world usefulness.

We therefore design an extrinsic task that models a real-world information
need, create multiple experimental conditions and enlist subjects to participate
in the task. The chosen task is a decision audit, wherein a user must review
previously held meetings in order to determine how a given decision was reached.
This involves the user determining what the final decision was, which alternatives
had previously been proposed, and what the arguments for and against the
various proposals were. The reason this task was chosen is that it represents one
of the key applications for analyzing multimodal interactions - that of aiding
corporate memory, the storage and management of a organization’s knowledge,
transactions, decisions, and plans. A organization may find itself in the position
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of needing to review or explain how it came to a particular position or why it
took a certain course of action. We hypothesize that this task will be made much
more efficient when meetings are archived and summarized.

The decision audit represents a complex information need that cannot be sat-
isfied with a simple one-sentence answer. Relevant information will be spread
throughout several meetings and may appear at multiple points in a single dis-
cussion thread. Because the decision audit does not only involve knowing what
decision was made but also determining why the decision was made, the per-
son conducting the audit will need to understand the evolution of the meeting
participants’ thinking and the range of factors that led to the ultimate decision.
Because the person conducting the decision audit does not know which meetings
are relevant to the given topic, there is an inherent relevance assessment task
built into this overall task. As time is limited, they cannot hope to scan the
meetings in their entirety and so must focus on which meetings and meeting
sections seem most promising.

2 Related Extrinsic Evaluation Work

This section describes previous extrinsic evaluations relating either to summa-
rization or to the browsing of multi-party interactions. We then describe how
our decision audit browsers fit into a typology of multi-media interfaces.

2.1 Previous Work

In the field of text summarization, a commonly used extrinsic evaluation has
been the relevance assessment task [1]. In such a task, a user is presented with a
description of a topic or event and then must decide whether a given document
(e.g. a summary or a full-text) is relevant to that topic or event. Such schemes
have been used for a number of years and on a variety of projects [2, 3, 4]. Due
to problems of low inter-annotator agreement on such ratings, Dorr et. al [5]
proposed a new evaluation scheme that compares the relevance judgment of an
annotator given a full text with that same annotator given a condensed text.

Another type of extrinsic evaluation for summarization is the reading compre-
hension task [1, 6, 7]. In such an evaluation, a user is given either a full source
or a summary text and is then given a multiple-choice test relating to the full
source information. A system can then calculate how well they perform on the
test given the condition. This evaluation framework relies on the idea that truly
informative summaries should be able to act as substitutes for the full source.

In the speech domain, there have been several large extrinsic IR evaluations in
the past few years, though not necessarily designed with summarization in mind.
Wellner et. al [8] introduced the Browser Evaluation Test (BET), in which ob-
servations of interest are collected for each meeting, e.g. the observation “Susan
says the footstool is expensive.” Each observation is presented as both a positive
and negative statement and the user must decide which statement is correct by
browsing the meetings and finding the correct answer. It is clear that such a set-
up could be used to evaluate summaries and to compare summaries with other
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information sources. We choose not to use this evaluation paradigm, however,
because the observations of interest tend to be skewed towards a keyword search
approach, where it would always be simpler just to search for a word such as
“footstool” rather than read a summary.

The Task-Based Evaluation (TBE) [9] evaluates multiple browser conditions
containing various information sources relating to a series of meetings. Partici-
pants are brought in four at a time and are told that they are replacing a previous
group and must finish that group’s work. In essence, the evaluation involves re-
running the final meetings of the series with new participants. The participants
are given information related to the previous group’s initial meetings and must
finalize the previous group’s decisions as best as possible given what they know.
There are several reasons we have chosen not to use the TBE for this summa-
rization evaluation. One is that the TBE relies primarily on post-questionnaire
answers for evaluation. While we do incorporate post-questionnaires in our eval-
uation, we are also very interested in the objective participant performance in
the task and browsing behaviour during the task. Two, the TBE is more costly
to run than our decision audit task, as it requires having groups of four people
spend an afternoon reviewing previous meetings and conducting their own meet-
ings, which are also recorded, whereas the decision audit is an individual task.

The SCANMail browser [10, 11] is an interface for managing and browsing
voicemail messages, with multi-media components such as audio, ASR tran-
scripts, audio-based paragraphs, and extracted names and phone numbers. To
evaluate the browser and its components, the authors compared the SCANMail
browser to a state-of-the-art voicemail system on four key tasks: scanning and
searching messages, extracting information from messages, tracking the status
of messages (e.g. whether or not a message has been dealt with), and archiving
messages. Both in a think-aloud laboratory study and a larger field study, users
found the SCANMail system outperformed the comparison system for these ex-
trinsic tasks. The field study in particular yielded several interesting findings. In
24% of the times that users viewed a voicemail transcript with the SCANMail
system, they did not resort to playing the audio. This testifies to the fact that the
transcript and extracted information can, to some degree, act as substitutes for
the signal, which user comments also back up. On occasions when users did play
the audio, 57% of the time they did not play the entire audio. Most interestingly,
57% of the audio play operations resulted from clicking within the transcript.
The study also found that users were able to understand the transcripts even
with recognition errors, partly by having prior context for many of the messages.

Whittaker et. al [12] described a task-oriented evaluation of a browser for
navigating meeting interactions. The browser contains a manual transcript, a
visualization of speaker activity, audio and video streams with play, pause and
stop commands, and artefacts such as slides and whiteboard events (the slides,
but not the whiteboard events, are indices into the meeting record). Users
were given two sets of questions to answer, the first set consisting of general
“gist” question about the meeting, and the second set comprised of questions
about specific facts within the meeting. There were 10 questions in total to be
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answered. User responses were subsequently scored on correctness compared with
model answers. While general performance was not high, users found it much
easier to answer specific questions than “gist” questions using this browser setup.
This has special relevance for our work, as certain types of information needs
might be easily satisfied without recourse to derived data such as summaries or
topic segments, but getting the general gist of the meeting seems to be much
more difficult. Very interestingly, users often felt that they had performed much
better than they actually had. Specifically, users seemed to be unaware that
they had missed relevant or vital information and felt that they had provided
comprehensive answers. Across the board, participants focused on reading the
transcript rather than beginning with the audio and video records directly.

2.2 Multimodal Browser Types

Tucker and Whittaker [13] provided an overview of the mechanisms available
for browsing multimodal meetings. They established a four-way browser clas-
sification: audio-based browsers, video-based browsers, artefact-based browsers,
and derived data browsers. In light of this classification scheme, our decision
audit browsers are video browsers incorporating derived data forms. Although
other incarnations of our browsers contain meeting artefacts such as slides, we
simplify the browsers as much as possible for this task by putting the focus
on derived data forms and their usefulness for browsing the meeting records.
Each version of the experimental browser is built using JFerret [14], an easily
modifiable multi-media browser framework1.

3 Task Overview

The experiment consists of five different conditions, described below. We re-
cruited 10 subjects per condition for a total of 50 subjects, all native speakers of
English. For each condition, 6 participants were run in Edinburgh and 4 were run
at Saarbrücken, the experimental setups for the two locations being as identical
as possible.

As our underlying data we chose four meetings from the AMI Meeting Corpus
[15]. The meeting series ES2008 was selected because the participant group in
that series worked well together on the task of designing a new remote control.
The group took the task seriously and exhibited deliberate and careful decision-
making processes in each meeting and across the meeting series as a whole.

The basic task for the participants was to write a summary of the decision
making process in the meetings for separating often and rarely used functions
of the remote control. This particular information need was chosen because the
relevant discussion manifested itself throughout the 4 meetings, and the group
went through several possibilities before designing an eventual solution to this
portion of the design problem. A participant in the decision audit task therefore

1 http://www.idiap.ch/mmm/tools/jferret
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would have to consult each meeting to be able to retrieve the full answer to the
task’s information need.

Each participant in our task was first given general instructions explaining
the meeting browser used in the experiment, the specific information need they
were meant to satisfy in the task, and a notice of the allotted time, 45 minutes,
which included both searching for the information and writing up the answer.
This amount of time was based on the result of an individual pilot task for
Condition EAM (s. 3.1). After reading the task instructions, each participant
is briefly shown how to use the browser’s various functions for navigating and
writing in the given experimental condition. They are then given several minutes
to familiarize themselves with the browser using unrelated meeting data, until
they state that they were comfortable and ready to proceed.

3.1 Experimental Conditions

There are five conditions run in total: one baseline condition, two extractive
conditions and two abstractive conditions, all of which come with audio/video
recordings and either a manual or automatic meeting transcript. Table 1 lists the
experimental conditions. The three-letter ID for each condition corresponds to
keywords/extracts/abstracts, automatic/semi-automatic/manual algorithms,
and automatic/manual transcripts.

Table 1. Experimental Conditions

Condition Description

KAM Top 20 keywords
EAM Extractive summary of manual transcripts
EAA Extractive summary of ASR transcripts
AMM Human abstracts
ASM Semi-Automatic abstracts

The baseline condition,
Condition KAM, consists of
a browser with manual tran-
scripts and a list of the top 20
keywords in the meeting. The
keywords are determined au-
tomatically using su.idf [16].
Though this is a baseline con-

dition, the fact that it utilizes manual transcripts gives users in this condition
a possible advantage over users in conditions with ASR. In this respect, it is a
challenging baseline. There are other possibilities for the baseline, but we choose
the top 20 keywords because we are interested in comparing different forms of
derived content from meetings, and because a facility such as keyword search
would likely be problematic for a participant who is uncertain of what to search
for because they are unfamiliar with the meetings.

Condition AMM is the gold-standard condition, a human-authored abstrac-
tive summary. Each summary is divided into subsections: abstract, actions,
decisions and problems. Because of the distinct “decisions” subsection, this is
considered a challenging gold-standard to match for a decision audit task.

Conditions EAM and EAA present the user with an extractive summary of
each meeting, with the difference between the conditions being that the latter
is based on ASR and the former on manual transcripts. Condition EAA is the
only experimental condition using ASR output. These summaries were gener-
ated by training a support vector machine (SVM) with an RBF kernel on the
AMI training data, using 17 features from five broad feature classes: prosodic,
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lexical, length, structural and speaker-related. The classifier was run on the four
meetings of interest, ranking dialogue acts in descending order of informativeness
according to posterior probability, extracting until we reach the desired summary
length, approximately 1000 words for the first meeting, 1900 words each for the
second and third meetings, and 2300 words for the final meeting. These lengths
correlate to the lengths of the meetings themselves and represent compressions
to approximately 40%, 32%, 32% and 30% of the total meeting word counts,
respectively. These summary lengths were based on the compression rates of the
human extracts for these meetings.

Condition ASM presents the user with a semi-automatically generated ab-
stractive summary, as described in [17]. This method utilizes hand-annotated
topic segmentation and topic labels available in the AMI corpus. In addition,
the meeting transcript was manually annotated with content items from a tax-
onomy for the domains project, meeting and product. A sentence is generated for
each meeting topic based on the annotated topic label. It may also mention the
three most frequent content items, indicating roughly what was discussed.

3.2 Browser Setup

Fig. 1. Condition AMM Browser

The meeting browsers
are kept essentially the
same in all conditions
to eliminate any poten-
tial confounding fac-
tors relating to the
user interface. In each
browser, there are 5
tabs for the 4 meet-
ings and a writing pad,
provided for the par-
ticipant to author their
decision audit answer.
As a consequence, the
participant cannot view
the meeting tabs while
typing the answer; they
are restricted to tab-
bing back and forth as needed. This was designed deliberately so as to be able to
discern when the participant was working on formulating or writing the answer
on the one hand and when they were browsing the meeting records on the other.
In each meeting tab, the videos displaying the four meeting participants are laid
out horizontally with the media controls beneath. The transcript is shown in the
lower left of the browser tab in a scroll window.

In Condition KAM, each meeting tab contains buttons corresponding to the
top 20 keywords. Pressing a button highlights the first instance of the associated
keyword in the transcript, as well as opening a list of hyperlinks to all occurrences
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of that word in the transcript. In Conditions AMM and ASM, the abstractive
summary is presented next to the meeting transcript. Clicking on a summary
sentence opens a list of hyperlinks similar to Condition KAM, linking to dialogue
acts in the transcript that support the particular summary sentence. In addition
to an abstract, Condition ASM displays three extra tabs with bullet points for
the subsections mentioned above (s. fig. 1). In Conditions EAM and EAA, the
extractive summary is displayed with each dialogue act hyperlinked to the point
in the transcript it was extracted from.

3.3 Evaluation Features

For evaluation of the decision audit task, there are three types of features to be
analyzed: answers to questionnaires, human ratings of the users’ written answers,
and features extracted from logfiles. In all conditions, we log with time stamps
mouse clicks on the transcript, the play-, pause-, stop buttons, changing tabs,
and characters entered into the typing tab.

Upon completion of the decision audit task, we present each participant with
a post-task questionnaire consisting of 10 statements with which the participant
can state their level of agreement or disagreement via a 5-point Likert scale,
such as I was able to efficiently find the relevant information, and two open-
ended questions about the specific type of information available in the given
condition and what further information they would have liked. Of the 10 state-
ments evaluated, some are re-wordings of others with the polarity reversed in
order to gauge the users’ consistency in answering.

In order to gauge the participant accomplished the decision audit task, we
enlist two human judges to do both subjective and objective evaluations. For the
subjective portion, the judges first read through all 50 answers to get a view of
the variety of answers. They then rate each answer using a 1-8 Likert-scale on
criteria roughly relating to the precision, recall and f-score of the answer, as well
as effort, comprehension and writing style (s. table 3). The results are averaged
to yield a single score. For the objective evaluation, three judges constructed a
gold-standard list of 25 items that should be contained in an ideal answer to
the decision audit task. Two of them then checked off individually how many of
the gold-standard items were contained in each participant answer. In a second
step, they identified those participant answers where their ratings diverged by
more than two points. There were 12 out of 50 ratings pairs that needed revision
in this manner. After the judges’ consultation on those 12 pairs of ratings, each
experiment was given a single objective rating.

4 Results

Post-Questionnaires. An analysis of the post-questionnaires reveals that partic-
ipants in general find the task to be challenging, as evidenced by the average
answers on questions 4, 6 and 7 in Table 2. The task was designed to be chal-
lenging and time-constrained, because a simple task with a plentiful amount of
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Table 2. Post-Questionnaire Results

Question KAM EAM EAA AMM ASM

Q1: I found the meeting browser 3.8 4.0 3.02AMM 4.3EAA,ASM 3.7AMM
intuitive and easy to use

Q2: I was able to find all of the 2.9AMM 3.8 2.9AMM 4.1KAM,EAA,ASM 3.0AMM
information I needed

Q3: I was able to efficiently find 2.8AMM 3.4ASM 2.5AMM 4.0KAM,EAA,ASM 2.65EAM,AMM
the relevant information

Q4: I feel that I completed the task 2.3AMM 3.1 2.3 3.2KAM 2.9
in its entirety
Q5: I understood the overall 3.8 4.5 3.9 4.1 3.9
content of the meeting discussion

Q6: The task required a 3.0 2.6EAA 3.9EAM 3.1 3.2
great deal of effort
Q7: I had to work under pressure 3.3 2.6 3.3 2.7 3.1
Q8: I had the tools necessary to 3.1EAM 4.3KAM,EAA,ASM 3.0EAM 4.1 3.5EAM
complete the task efficiently

Q9: I would have liked additional 3.0EAM 2.0KAM 2.4 2.6 2.7
information about the meetings

Q10: It was difficult to understand 2.1 1.5EAA,ASM 2.7EAM 2.0 2.3EAM
the content of the meetings...

For each score in the table, that score is significantly better than the score for any conditions in
superscript, and significantly worse than the score for any condition in subscript (according to t-test).

allotted time would allow the participants to simply read through the entire
transcript or listen and watch the entire audio/video record in order to retrieve
the correct information, disregarding other information sources. The task as
designed requires efficient navigation of the information in the meetings in order
to finish the task completely and on time.

Participants in condition AMM found the gold-standard human abstracts and
specifically the summary subsections to be very valuable sources of information.
One participant remarked “Very well prepared summaries. They were adequate
to learn the jist [sic] of the meetings by quickly skimming through... I especially
liked the tabs (Decisions, Actions, etc.) that categorised information according
to what I was looking for.”

Condition ASM rated quite well on questions regarding ease of use and in-
tuitiveness, but slightly less well in terms of using the browser to locate the
important information. It does consistently rate better than KAM and EAA.

For overall comprehension of the information in the meetings, extractive sum-
maries were rated the highest of all. Extractive summaries of manual transcripts
(EAM) were also rated the best in terms of the effort required to conduct the
task. Perhaps the most compelling result is that Condition EAM not only rated
the best in a question relating to having the tools necessary to complete the
task, but it is significantly better than all conditions except the gold-standard
human abstracts (according to t-test).

However, it is quite clear that the errors within an ASR transcript adversely
affect user satisfaction in such an information retrieval task. For the questions
relating to the effort required, the tools available, and the difficulty in under-
standing the meetings, Condition EAA tends to perform the worst of all, on par
or even lower than the baseline condition. It should be noted however, that a
baseline such as Condition KAM is working off of manual transcripts and would
be expected to be worse when applied to ASR. As mentioned earlier, the baseline
is a challenging baseline in that respect. Judging from the open-ended questions
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Table 3. Human Evaluation Results - Subjective and Objective

Criterion KAM EAM EAA AMM ASM

Q1: overall quality 3.0AMM 4.15 3.05AMM 4.65KAM,EAA 4.3
Q2: conciseness 2.85EAM,AMM,ASM 4.25KAM 3.05AMM 4.85KAM,EAA 4.45KAM

Q3: completeness 2.55AMM 3.6 2.6AMM 4.45KAM,EAA 3.9
Q4: task comprehension 3.25EAM,AMM 5.2KAM,EAA 3.65EAM,AMM 5.25KAM,EAA 4.7

Q5: participant effort 4.4 5.2EAA 3.7EAM,AMM,ASM 5.3EAA 4.9EAA

Q6: writing style 4.75 5.65EAA 4.1EAM,AMM,ASM 5.7EAA 5.8EAA

Q7: objective rating 4.25AMM 7.2 5.05AMM 9.45KAM,EAA 7.4

For each score in the table, that score is significantly better than the score for any conditions in
superscript, and significantly worse than the score for any condition in subscript (according to t-test).

in the post-questionnaires, it’s clear that at least two participants found the ASR
so difficult to work with that they tended not to use the extractive summaries,
let alone the full transcript, relying instead on watching the audio/video as much
as possible.

Subjective Evaluation. Table 3 shows the results of the subjective evaluation.
Condition AMM is clearly a challenging gold-standard, and Conditions EAM
and ASM are roughly comparable to each other. Subjective ratings drop off
sharply for Condition EAA incorporating ASR, particularly for comprehension
and writing style. We presume that the ASR errors cause participants in that
condition to have a lower understanding of the meeting content, which in turn
leads to lower coherence and inferior writing quality in their responses. Interest-
ingly, the scores on each criterion and for every condition tend to be somewhat
low on the Likert scale, due to the difficulty of the task.

Objective Evaluation. According to the objective evaluation, Condition AMM is
superior, with an average more than two points higher than the next best condi-
tion. The worst overall is the baseline Condition KAM, averaging only 4.25 hits
(of a maximum possible 25). However, while the worst two conditions are signif-
icantly worse than the best overall condition, there are no significant differences
between the other pairs of conditions, e.g. Condition EAA incorporating ASR is
not significantly worse than Conditions EAM and ASM. So even with an errorful
transcript, participants in Condition EAA are able to retrieve the relevant pieces
of information at a rate not significantly worse than participants with a manual
transcript. The quality may be worse from a subjective standpoint, as evidenced
in the previous section, but the decision audit answers are still informative and
relevant.

For the objective evaluation, in any given condition there is a large amount
of variance that is simply down to differences between users. For example, even
in the gold-standard Condition AMM there are some people who can only find
one or two relevant items whilst others find 16 or 17. Given a challenging task
and a limited amount of time, some people may have simply felt overwhelmed
in trying to locate the informative portions efficiently.

Browsing Evaluation. A result gleaned from close analysis of participants’ brows-
ing behaviours shows an interesting strategy of people in Condition EAA faced
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Fig. 2. Objective Scores and Post-Questionnaire Scores

with ASR transcripts. While they still frequently use the summary dialogue acts
as indices into the meeting record, they subsequently utilize the audio/video
record much more frequently than in the other conditions, presumably to dis-
ambiguate the errors encountered. This shows that, to some extent, participants
can compensate for the noisy transcript by altering their browsing strategies, us-
ing the summaries in tandem with the audio/video in order to find the relevant
items from the meetings.

The analysis of browsing behaviour also shows that participants in the gold-
standard Condition AMM are able to begin answering the question much earlier
in the task, write longer answers overall, and have more time for editing before
times expires.

Questionnaire/Objective Evaluation Correlation. Figure 2 shows the relationship
between the objective ratings and participant self-ratings for all 50 participants.
While the positive correlation is evident, an interesting trend is that while there
are relatively few people who score highly on the objective evaluation but score
low on the self-ratings, there are a fair number of participants who have a low
objective score but rate themselves highly on the post-questionnaire. A challenge
with this type of task is that the participant simply may not have a realistic
idea of how much relevant information is out there. After retrieving four or five
relevant items, they may feel that they’ve completed the task entirely. This result
is similar to the finding by Whittaker et. al [12], mentioned in the discussion of
previous work, where participants often feel that they performed better than
they really did.

5 Discussion

Although the semi-automatic abstracts got average reviews in the post-
questionnaire, both the subjective and objective evaluation rate them second
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after the gold standard for most ratings, or even better (writing style). For task
comprehension and participant effort, they come in third after EAM, however,
the difference in rating is not significant. These are encouraging results for further
research in automatic abstracting.

Overall the results are also very good news for the extractive summarization
paradigm. Users find extractive summaries to be intuitive, easy-to-use and effi-
cient, are able to employ such documents to locate the relevant information in
a timely manner according to human evaluations, and users are able to adapt
their browsing strategies to cope with ASR errors. While extractive summaries
might be far from what people conceptualize as a traditional meeting summary,
they are intuitive and useful documents in their own right.

Perhaps the most interesting result from the decision audit overall is regard-
ing the effect of ASR on carrying out such a complex task. While participants
using ASR find the browser to be less intuitive and efficient, they nonetheless feel
that they understand the meeting discussions and do not desire additional in-
formation sources. In a subjective human evaluation, the quality of the answers
in Condition EAA suffers according to most of the criteria, including writing
style, but the participants are still able to find many of the relevant pieces of
information according to the objective human evaluation. We find that users
are able to adapt to errorful transcripts by using the summary dialogue acts
as navigation and then relying much more on audio/video for disambiguating
the conversation in the dialogue act context. Extractive summaries, even with
errorful ASR, are useful tools for such a complex task, particularly when incor-
porated into a multi-media browser framework. There is also the possibility of
creating browsing interfaces that minimize the user’s direct exposure to the ASR
transcript (e.g. audio summaries with limited textual accompaniment).

6 Conclusion

We have presented an extrinsic evaluation paradigm for the automatic summa-
rization of spontaneous speech in the meetings domain: a decision audit task. In
each condition of the experiment, users were able to utilize the derived content
in order to find and extract information relevant to a specific task need. The
largely positive results for the extractive conditions justify continued research
on this summarization paradigm. However, the considerable superiority of gold-
standard abstracts in many respects also support the view that research should
begin to try to bridge the gap between extractive and abstractive summarization.

It is widely accepted in the summarization community that there should be
increased reliance on extrinsic measures of summary quality. It is hoped that
the decision audit task will be a useful framework for future evaluation work.
Intrinsic and extrinsic methods should be used hand-in-hand, with the former
as a valuable development tool and predictor of usefulness and the latter as a
real-world evaluation of the state-of-the-art.
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