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ABSTRACT

This paper introduces a novel articulatory-acoustic magpn
which detailed spectral envelopes are estimated basedeareth
strum, inclusive of the high-quefrency elements which age d
carded in conventional speech synthesis to eliminate tteh pi
component of speech. For this estimation, the method de#is w
the harmonics of multiple voiced-speech spectra so thairakv
sets of harmonics can be obtained at various pitch freqaenci
to form a spectral envelope. The experimental result shbas t
the method estimates spectral envelopes with the highestazy
when the cepstral order is 48-64, which suggests that theehig
order coefficients are required to represent detailed epes|re-
flecting the real vocal-tract responses.

1. INTRODUCTION

The objective of this study is to realise articulatory magifion on

the acoustic characteristics of speech whilst maintairisigects
of the signal relating to speaker identity, and with the hégimal

quality required for speech synthesis. For achieving this paper
deals with the following two related points at issue togetti¢ a

mapping of articulation to the vocal-tract transfer funot{VTTF)

using the actual measurement of articulators; 2) accurdterv
estimation based on the articulatory data for high-quajgech
synthesis.

Kaburagi et al. [1] have reported a technique to synthesise
speech from articulator positions based on the search dbhakse
composed of pairs of articulatory and acoustic data. Farielu
dating the speech production mechanism, this approachmsdo
ered an alternative to acoustically simulated vocal-maatielling
which has been widely investigated [2]. In [1], the capapitf
their method is demonstrated in producing intelligibleesgeby
employing LSP and multipulse excitation. However, becaafse
the use of this common parameterisation, their synthesigeech
has as many artefacts as the speech of conventional speghbb-sy
sis has.

With respect to parameterisation, speech representaten d
rived from spectral peaks at harmonic frequencies of voépegch
has attracted attention widely in speech technology. Gu §3Ja
have proposed feature extraction for speech recognitisachan
the Perceptual Harmonic Cepstral CoefficiedRBHCC), and con-
firmed by experiments that PHCC outperforms standard cpstr
representation. A main idea of PHCC is that, in the process of
extracting the coefficients, voiced speech is sampled adwic
locations in the frequency domain. Such harmonic-baseahpar
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terisation has also been used in the field of speech coding Hie
early 90's for perceptually efficient encoding [4, 5].

It must be noted that, whereas the harmonic peaks have an
important role in human auditory perception, only thosekpea-
flect the VTTF since voiced speech, due to its quasi-periglic
only has energy at frequencies corresponding to integrétiptes
of the fundamental frequency{). For this reason, similar tech-
niques [6, 7, 8] which trace the harmonic peaks have beeteappl
to text-to-speech synthesis in order to obtain spectratlepes
corresponding to the VTTFs. A recently developed high-gyal
vocoder, STRAIGHT [9], also exploits harmonic peaks, intoeh
a bhilinear surface is interpolated in the three-dimendicpace
composed of time, frequency and spectral power.

However, it has been pointed out that the harmonic structure
of voiced speech interferes with identifying spectral éopes that
precisely reflect VTTFs. Since voiced speech consists & lin
spectra in the frequency domain, it is theoretically imgassto
know the real characteristics at frequencies where no hammo
exists [10]. Therefore even the spectral envelopes fronalioee
harmonic-based estimation are still inaccurate for reprisg ac-
tual VTTFs, because sections except harmonic peaks in the es
mated envelope are interpolated and do not reflect the reaFVT

This fact becomes a problem in speech synthesis where speech

needs to be generated at varidliss different from the original.

In order to synthesise high-quality speech it is requireegt-

mate spectral characteristics not only at harmonic peakalba
between the peaks. Moreover, any operation, such as angragi
on such a speech representation blurs spectral envelopagdse

in the operationreliable characteristics observed at harmonic lo-
cations andinreliablecharacteristics interpolated are both treated
equivalently. We believe that, for these reasons, speegtades
during conventional parameter-based speech synthesis.

For resolving these problems, we have proposed a method for
estimating spectral envelopes of voiced speech based odi-the
verse harmonic structures of multiple short-time speeghals
produced under almost the same articulatory configuratlds. [
The method is expected to obtain detailed spectral envelope
flecting the responses of the intricate vocal tract, whichiveo-
tional analysis is unable to estimate due to the interferaiche
harmonic structure. In the process of estimating the epesio
the method also produces a mapping of articulation to splemtr
velopes, and consequently we can realise high-qualityuatiory-
acoustic conversion applying the envelopes preciselynestid.

In this paper, we introduce two types of mapping functions
based on piecewise constant approximation (which we have al
ready proposed in [11]) and piecewise linear approximatidter
examining these functions theoretically, we closely itigede the
performance of both mappings through some experiments.



2. ARTICULATORY-ACOUSTIC MAPPING

2.1. Articulatory data

The data used in this study is a MOCHA (Multi-CHannel Ar-
ticulatory) corpus [12]. The corpus is composed of 460 TIMIT
sentences uttered by a female speaker (fsew0), and inchsdtes
allel acoustic-articulatory information which was receddusing

a Carstens Electromagnetic Articulograph system at Quean M
garet University College, Edinburgh. The articulatoryoimhation
comprises the positions of the upper and lower lips, loweisr,
tongue tip, tongue blade, tongue dorsum and velum. The sagnpl
rates of the acoustic waveform and articulatory data areH® k
and 0.5 kHz respectively (see [12] for details).

2.2. Clusteringinthearticulatory space

After normalising each dimension of the articulatory vestghich
are composed of the articulator positions extracted frectrpus
by frame, we apply LBG clustering [13] to all the normalisetv
tors, and group them int& clustersC? (: = 1, 2, 3, ...,.K). Then
we estimate articulatory-acoustic mapping functions &mteclus-
ter, as is described in the following sections.

2.3. Speech representation

We adopt thecepstrumas an expression of the spectral enve-
lope for the purpose of approximating harmonic peaks of imult

ple speech spectra. The cepstrum is adequate to repregént bo

zeros and poles with a small number of coefficients, whilehan t

wherecff)[n] indicates then-th cepstral coefficient anﬂa,(f) =

27rf,£”T. In (1) we have introduced two weighting factots( f)

for attaching importance to the lower frequency band, Bl

for evaluating each frame equally regardless of the numblea
monics. The offsetl;, adjusts the overall power of each frame so
as to minimise the erraE". Equation (1) is expressed in terms
of vectors and matrices as

B =3 (g — Picl) ' Wi(y, — Picl’) (2
keCt
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Equation (2) can be solved by reducing 'it to a problem of wieidh
least squares. The cepstrum coefficiarits can be found by solv-

other hand the all-zero model, such as PSOLA [14] (the motlel o ing the following normal equation:

which is explained with impulse-excited FIR filter [15]),rdands
a number of coefficients (taps) to describe the detailedtisden-
velopes so that more training data and computational coditple
are required to obtain the optimal coefficients. The cepstiy
in addition, a frequency-domain representation and thesggbad
interpolation properties. These merits allow the cepsttarbe
widely applied in the field of speech technology (e.g. [16]).

3. PIECEWISE CONSTANT MAPPING

The clustering in the articulatory space makes each cliustkrde
speech frames with comparatively similar articulatoryisgs. If
we assume those settings identical in a cluster, the acaushar-
acteristics of the vocal tract can be assumed constantnniitie
cluster. Under this assumption, the problem is reducedtimat
ing one unique spectral envelope for every cluster. We aaagiy
use the different harmonic structures of the multiple framodorm
a spectral envelope [11].

3.1. Estimating the envelopes of amplitude spectra

Let us determine a cepstrum which best fits the log-amplitfde
all the harmonics of speech frames belonging to clustesing the
least squares method. This can be considered an extensibe of
cepstrum estimation in [6, 7] to the analysis of multipletfies.

Let a,(f) denote an observed natural log amplitude of ittie
harmonic (=1, 2, 3, ...,N;) at frequencyf,g” within the speech
framek, andT the sampling period. Then, the sum of squared
approximation errors for the amplitude of all the harmoratall
the frames is expressed as

_ Ny, w(f(l)) l P / 2
EN=%" ZTIL(”"& —dy =" e [n] cosQ,g>n) 1)

keCi 1=1 n=-p

S PIWP, | =) P{W,y,. 3)
keCi keCt
The offsetd,, is then calculated as
Z,N:’“I w( ,El)) (a}cl) —-25r cfli)[n} cos Q,(cl)n)
dp = — - 4
= )

Sk w(f)

Practically, we obtain the cepstrum according to the foithawv
procedure: 1) Substitute for e (initial value); 2) Obtaind
(k € C? using (4); 3) Calculater") using (2) and terminate
the procedure ifE\") converges; 4) Fin&!” by solving (3); 5)
Substitute) for c.’ [0] (power normalization); 6) Return to Step 2.

3.2. Estimating the envelopes of phase spectra
The spectral envelopes of phase are obtained in a similanenan
but we need to take care about the unwrapping problem of phase

Let 9,&” denote an observed wrapped phase of/thte har-
monic within the speech framie Then, the sum of squared ap-
proximation errors for the phases of all the harmonics oftsl
frames belonging to clustéiis expressed as

0 S w(f) (o L o\
E} :kz(; ;N—’;<19k + chpl [n] sin Q;, n) (5)
ecil= n=-

wherecﬂ')[n} indicates then-th cepstral coefficient anﬂ,(f) is de-
fined by

o o (D)
19,?) = arg o ( ,El)) + ARG |:6](9k 2 h k)cpi(f,gl))*} .



The operatoiARG[X] represents wrapping of phasg, and the
symbolx the complex conjugate operation. The time detayd-
justs the global tilt of the phase spectrum so as to minintise t
errorEé”. The functiony; (f) represents the moving average of
the phasg6'" — 27 " ,.} (for all the harmonics of all the frames
in cluster:) along the frequency axis in the complex spectral do-
main under a weighting factdr/N,, and is expressed as

o Bilf)
o) =150
kec Y Gl ,El) - f)ej("l(el)*QWf,El)Tk)/Nk

¢i(f) =

dkec S G — /N
The functionG(f) indicates a moving average window. For the
initial value of p; ( ()) we adopt the following minimum phase

spectrum calculated from the cepstru[;H which has already been
obtained for the amplitude envelope:

22 P [n] st()

In terms of vectors and matrices, (5) is expressed as

By =% 9k~ Que”) Wi(9r — Quef”)
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wherecf) = [ f'[1], ¢’ (2], ¢, (3], , ¢ [p] 1" andy =

[0, 93 9 .o 9 1T The matrixQ, is as follows:

[ sin Q,(cl) sin ZQ,(C]) sian,(C]) -‘

Q. =(-2) ; : : : :
sin Q,(CN’“) sin ZQ](CN’“) sian]iNk)

Thus, the cepstrumé") can be found by solving the following
normal equation:
YD QWLQ, | = > QiWidi.  (8)
keCt keC?

The delayr,. can be calculated on the basis of the cross-correlation
which is computed by the inverse Fourier transform of thessro
spectrum{exp[i6'°] - i (F)*1 (1= 1, 2, 3, ....Nk).

According to the following procedure, we obtain the cepstru
representing the envelope of the phase spectrum: 1) Isdial
wi(f) using (6); 2) Findry, (k € C*) based on the cross-spectrum;
3) CalculateE" using (7) and terminate the procedurefif”
converges; 4) Findg) by solving (8); 5) Return to Step 2.

4. PIECEWISE LINEAR MAPPING

The piecewise constant assumption is clearly only a roughoxp
imation. Because, in practice, articulation is not ideadtigithin a
cluster and accordingly neither is the vocal tract resposgeh

an approximation is likely to cause noticeable distortioRor
more accurate estimation, a mapping function can be intediu
per cluster which transforms articulatory vectors intoustic fea-
tures. We must, however, be aware that models with high com-
plexity may estimate harmonic structure itself insteachefspec-

tral envelope necessary. Here we choose a linear mappiag, th
complexity of which is considered low enough.

4.1. Piecewiselinear approximation

The cepstra:ff) andcé") in (2) and (7) are represented by the linear
transformation of.-dimensional articulatory vectar;, as follows:

9)

whereq®, »®, U® and vV consist of the coefficients of the
linear transformation, and are defined as

¢ = ¢ L vig,

e = g 4 U gy,

i i) T i i i i i) T
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The problem is now reduced to finding these matrices and rgcto
Substituting (9) into (2) and (7) and rewriting the formuylaee
obtain the following equations:

BY = 3" (yy — Tiu) " Wi(y), — Tru)”) (10)
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Having the same form as (2) and (7), (10) and (11) can be solved

for u ) and vk) likewise during the same procedures as in sec-
tion 3

5. EXPERIMENTS

5.1. Data and method

Voiced sections were first extracted from the corpus and tsed
build a set of pairs of harmonic spectra and articulatortjms.

We estimated the harmonic spectra from speech waveforng usin
the weighted least squares method [17], in which the width an
spacing of the time window (Hanning) were 20 ms and 8 ms re-
spectively. Accordingly we downsampled the articulatarfoi-
mation to the same spacing of 8 ms. Thereby 87208 voiced fame
with parallel acoustic-articulatory information were aioted in to-

tal. We set 10% of the sentences (46 sentences including 8332
frames) aside for testing, and used the remaining 90% (444 se
tences including 78876 frames) for training.

Estimation accuracy is evaluated only at harmonic fregigsnc
where reliable characteristics can be observed. For tihgoge we
introduced two types of distortionearmonic power distortioD,,
andharmonic phase distortio®,,. They are defined by

20

“n10 (12)

where M denotes the total number of frames included in all the
clusters.
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computed using the cepstral estimation in [6]. In the casthef ~ St@l domain criteria for the piecewise linear mapping

piecewise constant mapping, cepstruf;ﬁ was computed based
on criteria (13), and the distortions were obtained usingaégn

(2) and (12). In the case of the piecewise linear mappisig,
andU® were computed based on criteria (14), and the distortions <", : . . ;
were obtained using equation (10) and (12). With respedbéo t ch;:gi E?i‘i;g:ggr%);i?r:tfﬂlt_s'isaﬂgezymhet'c speech detaio
phase spectral envelope, due to the unreliable phase-ppinta 9 P '

[15], we used the minimum phase spectrum, which is derive fr Next, we examined relation between the number of clusters
the (':epstrum of the amplitude spectral envélope and the distortions, where the cepstral order was set to @fréc

ing to the above result. The results are shown in Fig. 2 and 3.
Power distortion for the test set has the minimum value irctse

of 512 articulatory clusters for the piecewise constant@aama-
tion, where the distortions are 5.63 dB and 0.903 rad; anten t
case of 32 clusters for the piecewise linear approximatidrere

the values are 5.27 dB and 0.887 rad.

peaks being failed, and consequently the distortion irsg@dor
the test data having different harmonic structure. Theeetoder
20 (1.25 ms) is a limit in the usual cepstral analysis for gradle

First, we examined the estimation distortions when evarg-cl
ter has only one frame. In this case, distortions for thentrai
ing data set correspond to errors caused by parameterisatid
distortions for the test set correspond to errors when tlagese
neighbour articulation is chosen in the articulatory-astmutrans-
formation. In other words, the former distortions represée
speech-quality deterioration in speech analysis-syigthasd the
latter represent the degradation caused mainly by theatitiarof
F, and the ensuing change of harmonic structure. As is obvious We examined the performance of the two mapping functions we
from the result shown in Fig. 1, the power distortion for tkett discussed in section 3 and 4.
data is almost constant up to order 20 (1.25 ms in quefrebcy), The distortions for the training set were calculated in thét
around 24 (1.5 ms) the distortion rapidly increases. Thennea- ing process using equation (2), (7) and (12) for the piecewis-
son of this tendency is considered that harmonic structuress to stant mapping; and using equation (10), (11) and (12) fopibee-
appear in the envelopes, smooth interpolation betweendraem  wise linear mapping. The distortions for the test data wateus

5.3. Experimentswith the proposed method
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puted using the piecewise constant approximation

lated as follows: first, the nearest neighbour method creoose of
the articulatory clusters based on the Euclidean distant@den
the centroids of the clusters and a frame to be tested in tioelar
latory space, and then the distortions are calculated lasedua-
tion (2), (7) and (12) using the cepstral coefficients of thesen
cluster for the piecewise constant mapping; and based atiequ
(10), (11) and (12) using the linear mapping coefficientshef t
chosen cluster for the piecewise linear mapping. For thehtei
ing functionw(f) and moving-average windo@(f) in section
3, we introduced a Gaussian distribution (Fig. 4) with 0 Hame
and 4 kHz standard deviation, and a Gaussian window with 100
Hz standard deviation, respectively.

Figure 5 shows a pair of spectral envelopes of a cluster com-
puted from the cepstrum obtained by the piecewise consfant a
proximation. The cepstral order was set to 48 for the redult.
the figure, the solid lines indicate the envelopes of the aotd
spectrum (upper) and the phase spectrum (lower), while ¢t d
represem{a,(c” — dy. } of equation (1) in the upper graph, aﬂﬂ)
of equation (5) in the lower. Shown in Fig. 6 are the harmonic
distortions of the piecewise constant mapping. As in thisrég
the distortions for the test data set have the minimum vatuge
case of cepstral order 48 (3.0 ms in quefrency) and 512 &ticu
tory clusters for amplitude, and in the case of order 64 (4s) m
and 256 clusters for phase, where the distortions are 5.56ndB
0.807 rad. Figure 7 shows the result of the piecewise linegr-m
ping. The distortions have the minimum values in the cased#ro
64 (4.0 ms) and 32 clusters for amplitude and in the case @frord
64 (4.0 ms) and 16 clusters for phase, where the values a8e 5.1
dB and 0.778 rad.
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6. DISCUSSION

Discovered through the experiments are the following moint

1) For both of the introduced mappings, spectral envelopes a
obtained with the highest accuracy when the cepstral osdk3-64
(3.0-4.0 ms in quefrency), where the distortions were misda.
The results suggest that, in order to represent spectralaras re-
flecting real VTTFs, cepstral coefficients of high quefrenagge
are necessary, which are usually discarded in conventgpesch
synthesis to eliminate the pitch component of speech;

2) The piecewise linear mapping is more accurate and regjaire
smaller number of clusters than the piecewise constant imgpp
Therefore relation between the articulator positions dreddep-
strum is considered locally linear rather than constant;

3) Evidently from the comparison of Fig. 2 and 6, and of Fig. 3
and 7, the estimation based on the cepstral-domain crieais
to producing larger distortion than our proposed harmdaised
estimation. This may indicate the necessity of recongidetine
parameterisation used in the current speech technology;

4) The phase distortions of both of the proposed mappings
showed much smaller values than those derived from the ramim
phase of cepstrum. This may suggest a problem of phase predic
tion based on the minimum phase. Further experiments are nec
essary to examine how much such distortion in phase inflgence
perception; and

5) For both proposed mapping functions, the variance of the e
rors of the phase spectrum indicates, as in Fig. 5, the dexfree

randomness of phase in each frequency band, which can be use-

ful information for controlling phase of synthetic speechas to
reduce its buzziness.

7. CONCLUSIONS

We introduced an articulatory-acoustic mapping which ésathe
estimation of detailed spectral envelopes by dealing oritly nar-
monic peaks of multiple voiced-speech spectra. The exgerim
tal results showed that the piecewise linear mapping is regite
able than the piecewise constant mapping to represenbresatp
between articulatory configuration and acoustic chareties of
speech represented by the cepstrum. Also, the results stthge
cepstral coefficients of higher quefrency range are reqdoees-
timating detailed envelope reflecting vocal tract filter reluer-
istics, compared with the order used commonly in conveation
speech synthesis.

We have confirmed that applying a source-filter separation [14]

[18], where the characteristics of the voice source arentéhe®
account using’y and speech power, further improves the estima-
tion accuracy and reduces the distortions of the pieceviisau
mapping to 4.93 dB for power and 0.775 rad for phase. More-
over, the proposed harmonic-based estimation can alsofhiedp

to an articulatory-acoustic mapping based on the Gaussigana
model, which we have already employed for the purpose ofaredu
ing acoustical discontinuity of output speech at the botiedaf
clusters. As for the detail of these applications, we woikd to
report on the next opportunity.
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