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Abstract

In this paper we present a method of discriminatively training
language models for spoken language understanding; we show
improvements in named entity F-scores on speech data using
these improved language models. A comparison between the-
oretical probabilities associated with manual markup and the
actual probabilities of output markup is used to identify proba-
bilities requiring adjustment. We present results which support
our hypothesis that improvements in F-scores are possible by
using either previously used training data or held out develop-
ment data to improve discrimination amongst a set of N-gram
language models.

1. Introduction
This paper describes a novel approach to training languague
models, for named entity extraction from speech, using discrim-
inative techniques. We adopt a Hidden Markov Model (HMM)
style approach to address the task of standard named entity
(people, places, etc) extraction from a non-standard (speech)
source.

Our system is designed for speech data, and takes as input
word lattices produced by a HMM recogniser. Converting to
accept standard text as input is trivial as any of the multiple
isomorphisms from text to lattices will provide suitable input.
Speech data is traditionally treated as noisy text in information
extraction tasks, ie previous work [1] [2] [3] [4] [5] uses the
1 best recogniser output. By using speech lattices instead of
this noisy text, it is possible to obtain higher F-scores in named
entity results.

F-scores are the standard measure used to score information
extraction systems, they are calculated as the goemetric mean of
Recall (the number of correct data over the number of potential
correct data) and Precision (the number of correct data over the
number of incorrect data).

Having built a system capable of named entity extraction
from a combination of language models, we then use discrim-
inative methods to improve the individual language models re-
sulting in improved F-scores.

2. System Overview
The mathematical model we use is very similar to that devel-
oped by BBN [1] and Mitre [2], however, our system is designed
to work with speech lattices not text. We consider the task of
named entity extraction from speech to be that of finding the set
of words WL

� = �w����wL� and its corresponding set of entities
EL
� = �e����eL�.
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he task is therefore to maximise the joint probability
�WL

� � which we break down in equation 1.
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aking standard trigram assumptions we approximate
probabilities by the products shown in equation 2.
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he task of named entity extraction from speech is there-
o maximise both products in equation 2. The first product
e regarded as the probability of an entity sequence, whilst
cond product is the probability of a word sequence. We
ore consider the finite state automaton shown in figure 1,
the first product from equation 2 is associated with tran-

s between states in and the second product is associated
tate outputs.
he training data is divided into 8 sections corresponding
7 named entities and the remaining “not a named entity”
After applying the Witten Bell [6] training algorithm to
ce 8 (one for each entity + 1) language models capable
imating all the required probabilities, ie both state transi-
robabilities and the state output probabilities. Thus the re-
ve probabilities from equation 2 are estimated from data.
ard N-gram back-off is used to evaluate unknown proba-
s.
ue to the nature of the finite state automaton, figure 1, it
sible to use a Viterbi search to find the values of WL

� and
hich maximise equation 2, in a very efficient manner. We
iterbi to solve equation 3 giving us the desired word and
sequence.
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Figure 1: Simplification of the topology used for the statistical
model. Direction of transitions are indicated by arrows above
the transitions to avoid confusion.

3. Data and Baselines
3.1. Data

For this task we have used a subset of the Hub4 task of the
DARPA broadcast news workshop data available from the Lin-
guistic Data Consortium [7]. This data contains transcripts of
broadcast news, some of which has been marked up with named
entities and includes the official development set used in the
1998 evaluations. We also make use of speech lattices corre-
sponding to the official development set. We use the official de-
velopment set as our final test set and consequently need to split
the marked up training material into separate parts for training
and development.

3.2. Baselines

By way of baselines we refer to SPRACH-S and SPRACH-R
[3], one of which is statistical and the other rule based. These
were also tested on this official development set. SPRACH-
S scored 80 and 68 on manual transcription and speech data
respectively; whereas SPRACH-R scored 69 and 59. All cited
results refer to F-score.

3.3. Our Initial System

We also have as our third baseline, the system described in
section 2. We have results for our baseline system on train-
ing data, our development data, and our test set. These results
are 97.77, 83.65 and 74.34 respectively. The substantial differ-
ence between the development and test set are as a direct result
of speech recognition errors; the development set is a manual
transcript, whilst the test set is from speech lattices with Lattice
Error Rate (LER) of 5% which has a net effect on Word Error
Rate (WER) of approximately 20% for the various transcripts.

4. Discriminative Training of Language
Models

As we have already indicated, we use 8 language models to pre-
dict probabilities (of words and entities), and take the product
of these probabilities to find the best sequence of words and
entities.

If we consider P �wi � �James�jEi

i���W
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for simplicity we consider only the current entity, for ex-
ample P �wi � �James�jei � �PERSON �� Ei��
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ly we might conclude that P �JamesjPERSON� �

mesjLOCATION�.
here is, however, no way of the LOCATION language
l indicating (or even knowing) that the probability of

being a LOCATION is very low, it is assumed that be-
the word didn’t occur in LOCATION training data, and
cur in PERSON data that the comparison of probabilities
the desired result.
we assume that neither ‘James’ nor ‘Geneva’ ap-

d in the LOCATION training material; the LOCATION
age model will find both James and Geneva to be
ly likely. We would prefer P �JamesjLOCATION� �
nevajLOCATION� since James is likely within the
ON language model.
e now introduce the concept of discriminative language

ls and their application to the problem at hand.
ntil now we have been using a Viterbi search over named
sequences matching words; in doing so we have traversed
le language models.
e suggest that lack of presence in LOCATION training
rovides insufficient information to calculate the proba-
of the word in LOCATION context. Knowledge about
ord’s presence in other Non-LOCATION training data
d be useful in the calculation of the relevant probability.
s instance since P �JamesjPERSON� is high, the fact
�JamesjLOCATION� is not low enough is overcome.
ggest that it is possible to improve results by each lan-
model knowing to discriminate against N-grams that have
proability under competing language models.
this section we introduce a method for iteratively mak-

e language models discriminate against non-entity data
en in the next section we provide results on a test corpus

g trained our discriminative language models both on the
al training data and also on a held out development set.
here is a homomorphism (two-way mapping) between
d entity output and the most likely probability path (or
alently between the named entity output and the path
h the model topology figure 1). It is therefore possible to
e sequence of probabilities which correspond to any out-

quence of named entity marked up words. By this process
ossible to find not only the probabilities used to generate
tput, but also the theoretical probabilities that would have

used to generate the correct markup.
ssentially the process uses two copies of the same data.
ne has the markup added automatically as described in
n 2, the other has manual markup. By using the homomor-
it is possible to identify which probabilities were used

erate the markup of the first data set, and similarly it is
le to find the theoretical probabilities associated with the

al markup.
comparison between the used probabilities and the man-

heoretical probabilities” make it possible to find which
bilities, when adjusted, would result in the correct paths
chosen in subsequent runs.
he comparison between these 2 lists of probabilities will
in 3 new lists of probabilities. The first list is the prob-
es that occurred in both paths. We assume that these are
t, and consequently ignore this list. The second list is the
probabilities which occured in the chosen path but did

cur in the manual path. We assume that these probabili-
re too high, since they were chosen when they should not
een, and therefore decrease them. The third list is the list
babilities which occurred in the manual path, but did not
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Figure 2: Schematic diagram of iteration process for updating
language models.

occur in the chosen path. We assume that these probabilities
are too low and therefore increase them, since if they had been
higher the correct path would have been more likely to have
been chosen.

This process is illustrated in the schematic flowchart (figure
2) which shows how to find probabilities which need to be ad-
justed and adjust them. The flowchart also shows reveals how
this process is iterative since the updated language models can
be used to re-evaluate the data.

There are a number of issues that arise from adjusting
these probabilities: How much should each probability be ad-
justed? How many times should the same probability be ad-
justed? What data is suitable for using to adjust the probabili-
ties? We conducted 3 experiments to answer these questions.

5. Experiments
5.1. Experiment 1

The first experiment reused the training data to adjust the prob-
abilities associated with n-grams. We used the above method,
illustrated in figure 2, to find a list of probabilities that were
too high, ie those which over-emphasised an incorrect path, and
a list of probabilities which were to low, ie those which under-
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1: F-Measures on training data after successive iterations
criminative training on the training data.
ustment Factors Original First Second Third
1.58 0.63 97.77 97.98 98.47 97.72
1.26 0.79 97.77 98.45 98.86 98.79
1.12 0.89 97.77 98.35 98.50 98.86
1.06 0.94 97.77 98.11 98.36 98.51

2: F-Measures on development set after successive itera-
of discriminative training on the training data.
ustment Factors Original First Second Third
1.58 0.63 83.65 82.40 83.17 82.13
1.26 0.79 83.65 84.30 83.96 83.63
1.12 0.89 83.65 83.74 83.45 83.59
1.06 0.94 83.65 84.35 84.28 84.39

asised a correct path. The probabilities from each list were
ted by multiplying by 1.12 or 0.89 (equivalent to�0.05 in
obabilities) depending on whether it was to be increased
reased.
the first experiment the probabilities were adjusted ev-

me a given n-gram occurred in the lists. N-grams which
red numerous times were adjusted numerous times. The
s for this experiment were disappointing with F-measure
ing in all instances including the training data to � ��

single iteration.
he problem was found to be probabilities that were incor-
ere occurring frequently and thus when updated repeat-

he final language models bore little to no resemblance to
iginal.

xperiment 2

econd experiment also used the training data to adjust the
bilities associated with n-gram phrases. A number of dif-
adjustment factors were examined to find optimal values
w much to adjust the incorrect probabilities by. These

s corresponded to adjusting the log probabilities by �0.2,
�0.05 and �0.025.
stead of adjusting once for each mistake, a tally of all mis-
were made. If the total number of times that the probabil-
s too high was greater than the total number of times that
obability was too low then the probability was decreased;
total number of times that the probability was too low was
r that the total number of times that the probability was
gh then the probability was increased.
he results after 1, 2 and 3 iterations of the procedure on
fferent data sets are shown in tables 1, 2 and 3. The results
that there is fluctuation in improvements, but that there
rovement to be gained even by reusing the training data
ing the adjustment factor is kept small.

xperiment 3

hird experiment used the development data to adjust the
bilities associated with n-gram phrases. This time the
bilities were adjusted by either 1.06 or 0.94 (the best re-
rom experiment 2); the same method for calculating the
er of times to update was used as in experiment 2. We ran

single iteration of the process described in figure 2, the
s for which are shown in table 4.



Table 3: F-Measures on test set after successive iterations of
discriminative training on the training data.

Adjustment Factors Original First Second Third
1.58 0.63 74.34 74.30 74.27 72.26
1.26 0.79 74.34 74.27 74.30 74.02
1.12 0.89 74.34 74.10 74.42 74.32
1.06 0.94 74.34 74.44 74.23 74.41

Table 4: F-Measures after discrimination on development set.
Training Development Testing

Before 97.77 83.65 74.34
After 97.76 85.29 74.49

These results show that the decrease in F-measure on the
training data, which was to be expected, was negligible. The
increase, however, on the development data, which was also to
be expected, was significant. The most important improvement
to note was the increase in F-measure on the test set. We are
therefore able to conclude that this method improves named en-
tity extraction when a development set is used for the discrimi-
native training process.

Although the system was developed for speech lattices, one
final evaluation of the system on the manual transcription was
run for comparison with the SPRACH system baselines. This
was done after using the development files for the discrimina-
tive language models. The manual transcription did not contain
capitalisation and punctuation that had been added by annota-
tors; it was rather a sequence of correct words. The results for
this experiment yielded an F-measure of 84.01% (without dis-
criminative training 83.21).

These results are summarised in 3, alongside previous work
baselines.
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Figure 3: Comparison of results, showing baselines and new
system results on lattices and manual transcriptions.

6. Conclusions and Future Work
We conclude from this investigation that it is possible to use data
to improve trained language models for the purpose of named
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[4]
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[6]

[7]
extraction. We have shown that both the original training
nd also a held out development set can be used for this
se.
he fact that the training data can be used to improve results
th a development and a test set shows that the language
ls had not been trained to a point of over-fitting the data
to the discriminative training.
is likely that there is scope for further improvement in

results.
aving shown that a linear relation between frequency of
bilities to be updated and amount to update by (experi-
1) was disadvantageous, whilst always updating proba-
s by the same amount was useful (experiment 2). In the
we intend to investigate sigmoidal functions of frequency
ding adjustment factors. We also hope to find ways of up-
language model probabilities based on unlabelled data.
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